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Abstract. As Machine Learning and other fields of Artificial Intelli-
gence are increasingly used for automating the most diverse aspects of
our day-to-day life, so too increases the scrutiny and accountability that
these technologies are subject to. Many issues that were previously only
attributed to Human decision-makers, such as prejudice or bias, can now
also be seen in these automated means. To add up, these technologies
are often harder to scrutinize and understand, and can take (eventually
wrong) decisions at a much faster rate than Humans, thus having a far
more potential impact. Trust, transparency, explainability, interpretabil-
ity and accountability thus become desirable properties of AI systems.
In this paper we start with an analysis of some Legal and Ethical consid-
erations regarding the use of AI and related technologies. We then detail
an approach whose main goal is to improve the ability of a ML system to
explain its decisions, based on a conversational chatbot. The main goal
is that the user can interact with and question the model regarding its
predictions and, through this, gain an increased confidence on the model,
and a better understanding of how it works.
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1 Introduction

Over the past decade, Artificial Intelligence (AI) has assumed an unprecedented
role in virtually all domains, quickly replacing or complementing Human decision-
makers in their tasks. Jobs that were previously exclusive to Human experts are
now becoming hybridized, as automated tools based on Machine Learning, Ex-
pert Systems, or others start to be increasingly used. Examples include the pre-
diction of recidivism [23], the hiring of Human Resources [13], medical diagnosis
[18], credit scoring [25] or, more recently, autonomous driving [12].

AI in general, and ML in particular, have thus gained a central role in many
of today’s activities. As a consequence, models, algorithms, tools and even AI
developers must also have an increased responsibility over the consequences of
the use of these algorithms or models [9].
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One of the main causes for concerns comes from the automated nature of
these approaches, combined with their far greater decision speed when compared
with Humans. Indeed, if a Human practitioner is making a certain mistake in
their decisions, they can only do so much harm, in the sense that Humans make
decisions at a relatively slow rate. Automated tools, on the other hand, can
make thousands or millions of decisions while a Human makes a single one, thus
risking having much far-reaching consequences.

Moreover, Human decisions tend to be easier to scrutinize. Either because
they are made at a slower pace (thus giving more time for an analysis), because
they can easily come with a justification from the decision-maker, or because
Human decision-makers are more restricted in their actions by legislation or
other limits, which they consciously acknowledge.

Automated decisions are also often deemed better in the sense that they are
thought to be free of prejudice or bad intentions. Indeed, there is no such thing as
a good or bad intention or motivation in autonomous agents, as there may be in
Human decision making. However, this does not mean that autonomous decisions
are free from prejudice or other vices. Frequently, models end up showing just
the same prejudices that we find in Human actions, as these were there in some
point of the process, namely when collecting or selecting data. Recent examples
include the existence of racism in the prediction of recidivism by the COMPAS
model [23], or the sexist decisions of Amazon’s hiring algorithm which favored
male candidates over female ones [13].

All these challenges are becoming increasingly worrying in a time in which
models grow in complexity. Indeed, most of today’s models can be classified as
black-box models, in the sense that they are so complex or opaque that it is
nearly impossible for a Human to understand how a model works, to predict
its behavior, or even to understand the reasons for a single prediction. In these
conditions, it becomes increasingly difficult for a Human to debug a model and
understand if and when its predictions have some prejudice, bias or any other
undesirable property.

Given this current state of affairs, new methods are needed to better explain
the inner workings of ML models, so that the quality of their decisions can be
more efficiently monitored, not only in statistical terms but also under principles
such as transparency, equality or justice.

This paper provides a brief analysis of the Ethical and Legal framework under
which autonomous agents with decision responsibilities should operate. We then
describe a new approach for ML interpretability and explainability that uses
a proxy explainable model together with a conversational chatbot, to allow a
Human to interact with an existing ML model and obtain explanations that
allow to better understand its prediction.

While the proposed approach is independent of the domain or of the under-
lying model used, we describe a case study in which the current work is being
developed, in the context of Tax Fraud detection in Portugal. In the context
of the NEURAT project (Intelligent Digital Audit Knowledge Base Engine), an
interactive Machine Learning system has been developed, that gradually learns
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from the actions of the auditors (further described in Section 4). This is one of
the many examples in which the user (Auditor) is generally not an expert in
Machine Learning, but still will need to look at a prediction of a model and take
a decisions (partially) based on it. The goal of this work is to increase the trans-
parency of the system and, consequently, the trust of the user on the system,
by improving the ability of the system provide explanations in a way that meet
each users’ information needs.

2 Legal and Ethical considerations

2.1 Ethical Principles

When it comes to Ethical considerations regarding AI, many different aspects
can be analyzed. It can be argued that Ethic considerations should be present in
every step of the process, from data creation to data storage and destruction. In
this section we analyze ethical implications at three different levels: at the data
level, at the model training level, and at the model evaluation level.

At the bottom there are the so-called Data Ethics, which can be seen as the
analysis of the ethical implications that decisions at the data-level have [5].

In this level, one of the most frequently found problems is bias in data.
Data bias happens when a given set of data is not representative of the actual
phenomenon being studied. There may be multiple reasons for the occurrence
of data bias [24]. It may happen due to the small size of the dataset, that may
just not be large enough to capture the entirety of the phenomenon, and is thus
unrepresentative. In these cases, only a part of the patterns will be represented
in the data. Another frequent reason is that data collection/selection/curation
processes are often controlled or defined by Humans. The prejudice or bias of
Humans will often pass on to the collected data, most of the times unconsciously,
because certain variables or instances were left out or deliberately removed.
These forms of bias constitute what can be called as Selection Bias.

Nonetheless, other forms of bias exist. When data is obtained from online
sources, namely social networks, the so-called Response Bias may occur [15].
This happens when data comes from few or unrepresentative data sources, like
when a small group of users (and thus unrepresentative) produces most of the
data.

While other sources and types of bias may exist, they result in the same
problem: biased data will constitute a biased representation of the phenomenon,
which will in turn result in biased decision models that may eventually be un-
ethical, namely by discriminating against certain groups.

Data bias may go unnoticed for several reasons. Frequently, it is due to
lack of transparency, caused by poor data quality or by leaving out certain
variables due to privacy requirements. Thus, transparency often clashes with
other equally important principles such as privacy and security. Other times,
data is proprietary, which prevents third parties from accessing it and look for
problems. In any case, data transparency is critical in the era of big data and
the massive use of deep learning techniques [5].



4 D. Carneiro et al.

Ethics are also paramount when training a model. One of the most funda-
mental issues is related with the use of complex models, which are difficult to
explain and understand: the so-called black box models. Unfortunately, there
is a trade-off between accuracy and explainability: the most accurate models
(which also tend to be the most complex ones) are also the ones that are harder
to explain. This means that when explainability is a requirement, accuracy is
often sacrificed. The best example of this duality can be found in Deep Learning
models [16].

Deep Learning predictions, as those of other models, can always be explained
by providing all the computations that led to the model or to a particular predic-
tion. The sheer complexity of this, however, prevents us from actually being able
to use that information to understand the model or its predictions. A distinc-
tion must thus also be established between explainability and interpretability:
the former being the ability of the model to explain itself, and the latter the
ability of the Human to understand the explanation. One can only solve this
problem by addressing both sides.

Understanding a model is however more difficult than understanding a single
prediction. This complexity then becomes a matter of trust : how can we fully
trust a model that we do not understand? This is sill more relevant in critical
domains, such as with self-driving cars. These have been shown to be easily
tricked by simple changes in images that would never trick a Human driver,
for instance by placing small stickers on road signs. Moreover, the way their
behavior is affected is completely unpredictable, because we do not understand
how the models work, and autonomous cars have been shown to drive above
speed limits, swerve into the wrong lane or simply ignoring street signs.

Finally, Ethical problems can also come from the way we evaluate models.
Typically, a ML model is evaluated on a so-called hold-out dataset, that is, a set
of data drawn from the same source but not used during training, to properly
evaluate the ability of the model to generalize. Common metrics include the
root-mean-square error, accuracy, precision, recall, f1-score, AUC curve, among
others.

The hold-out dataset, however, can suffer from the same problems of the
training data. Namely, it can also be biased or unrepresentative. Thus, the exact
same model can be deemed good or bad (both statistically or Ethically) depend-
ing on the data it is evaluated on, or on the metrics selected (e.g. metrics such
as accuracy are often misleading when others such as precision or recall are not
considered).

Understanding the roots and biases of data, model and algorithms allows us
to evaluate the idea of a transparency requirement. An effective transparency
would need to offer an explanation that is very useful [8]. Improper use of data
and algorithms may lead to discrimination, wrong decisions, and other adverse
effects [5].

Transparency is also a predisposition for accountability [7]. But, the ideal of
transparency raises several questions: what exactly needs to be revealed to the
data subject? How detailed does the explanation have to be? [7].
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In the context of AI systems, the main ethical principles are: (i) respect for
human autonomy; (ii) prevention of harm; (iii) fairness; and (iv) explicability
[10].

These principles must be translated into concrete requirements to achieve
Trustworthy AI, so, we have [10]: (i) human agency and oversight; (ii) technical
robustness and safety; (iii) privacy and data governance; (iv) transparency; (v)
diversity, non-discrimination and fairness; (vi) societal and environmental well-
being; (vii) Accountability, including auditability, minimisation and reporting of
negative impact, trade-offs and redress.

AI technology can provide sufficient transparency in explaining how AI deci-
sions are made [20]. Transparency can often be achieved through retrospective
analysis of the technology’s operations [20]. Sometimes, transparency can be
more challenging, even limiting the use of some AI technologies such as neural
networks [20].

Transparency concerns are driven by a certain logic: observation produces in-
sights which create the knowledge required to govern and hold systems account-
able [1]. The more facts revealed, the more truth that can be known through
a logic of accumulation [1]. The more that is known about a system’s inner
workings, the more defensibly it can be governed and held accountable [1].

However, there are some limits of the transparency ideal, as follows: trans-
parency can be disconnected from power; transparency can be harmful; trans-
parency can intentionally occlude; transparency can create false binaries; trans-
parency can invoke neoliberal models of agency; transparency does not necessar-
ily build trust; transparency entails professional boundary work; transparency
can privilege seeing over understanding; transparency has technical limitations;
transparency has temporal limitations [1].

Among the obstacles to algorithmic transparency, we have: (i) technical ob-
stacles; (ii) intellectual property obstacles; and (iii) state secrets and other con-
fidential information of state authorities [7].

Fundamental rights are a basis for Trustworthy AI. In this particular, we refer
to: respect for human dignity; freedom of the individual; respect for democracy,
justice and the rule of law; equality, non-discrimination and solidarity; as well
as citizens’ rights [10]. The fundamental rights upon which the EU are founded
and directed towards ensuring respect for the freedom and autonomy of human
beings [10].

2.2 Explainability

Explanation has been a central feature of AI systems for legal reasoning since
their inception [4]. Paradigms underlying this problem fall within the so-called
eXplainable AI (XAI) field, which is widely acknowledged as a crucial feature
for the practical deployment of AI models [3].

AI researchers and practitioners have focused their attention on explain-
able AI to help them better trust and understand models at scale [2]. Explain-
ability is a prerequisite for building trust and adoption of AI systems in high
stakes domains requiring reliability and safety such as healthcare and automated
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transportation, and critical industrial applications with significant economic im-
plications such as predictive maintenance, exploration of natural resources, and
climate change modeling [2].

In a legal dispute, there will be two parties and one will win and one will lose,
then, losers have a right to an explanation of why their case was unsuccessful [4].
Given such an explanation, the losers may be satisfied and accept the decision,
or may consider if there are grounds to appeal [4].

The challenges for the research community include [2]: (i) defining model
explainability; (ii) formuating explainability tasks for understanding model be-
havior and developing solutions for these tasks; and (iii) designing measures for
evaluating the performance of models in explainability tasks.

The right to explanation is viewed as a promising mechanism in the broader
pursuit by government and industry for accountability and transparency in al-
gorithms, artificial intelligence, robotics, and other automated systems [11].

2.3 General Data Protection Regulation

The EU General Data Protection Regulation (GDPR), which comes into force in
EU Member States in May 2018, modernizes a European data protection regime
that dates back a quarter century [6]. A number of provisions in the GDPR seek
to promote a high degree of transparency in the processing of personal data [6].

For example, where personal data are obtained from the data subject, Ar-
ticle 13(2)(f) requires data controllers to provide data subjects with informa-
tion about ”the existence of automated decision making, including profiling and
meaningful information about the logic involved, as well as the significance and
the envisaged consequences of such processing for the data subject.” [6]. The
GDPR also introduces an explicit accountability principle that was arguably
only implicit in the former Data Protection Directive [6].

The GDPR distinguishes general profiling, decision-making based on profil-
ing and solely automated decision-making about individuals including profiling.
”Profiling” is defined in Article 4(4) as ”any form of automated processing of
personal data consisting of the use of personal data to evaluate certain per-
sonal aspects relating to a natural person, in particular, to analyse or predict
aspects concerning that natural person’s performance at work, economic situ-
ation, health, personal preferences, interests, reliability, behaviour, location or
movements” [6].

Besides, there are further restrictions where decisions are based on special
categories of personal data. Consent might appear to offer a strong mechanism
for legitimating automated decision making and profiling [6]. ”Consent” is de-
fined as ”any freely given, specific, informed and unambiguous indication of a
data subject’s wishes by which he or she by a clear affirmative action signifies
agreement” [6].

Rules of the General Data Protection Regulation on automated decision mak-
ing in the age of Big Data and to explore how to ensure transparency of such
decisions, in particular those taken with the help of algorithms [7].
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The core of data protection law consists of eight principles, which can be
summarised as follows [26]: (a) personal data may only be processed lawfully,
fairly and transparently; (b) such data may only be collected for a purpose
that is specified in advance, and should only be used for purposes that are
compatible with the original purpose; (c) organisations should not collect or
use more data than necessary; (d) organisations must ensure that such data are
sufficiently accurate and up to date; (e) organisations should not store the data
for an unreasonably long time; (f) organisations must ensure data security; (g)
the organisation that determines the purposes and means for processing (the
”controller”) is responsible for compliance.

GDPR does not, in its current form, implement a right to explanation, but
rather what we term a limited ”right to be informed” [11].

3 Architecture

In a traditional Machine Learning setting, a user interacts directly with a model
to obtain predictions. The main disadvantage of most of current ML models, as
already addressed, is the lack of an explanation to accompany the prediction.
This makes it harder for a Human to understand the reasons for the prediction,
prevents a deeper understanding of the model and of the phenomenon being
studied, hides eventual bias and/or prejudice problems, and ultimately decreases
the trust of the user in the system.

In this paper we propose a new approach that introduces two key compo-
nents: a conversational interface and an explainable model (Figure 1). The con-
versational interface is implemented in the form of a chatbot and constitutes the
main point of interaction of the user with the system. The explainable model is a
proxy model, that may be very different from the predictive model (the ”main”
model), that is used to build explanations for the predictions provided by the
system. Thus, the user does not interact directly with the predictive model any-
more. Instead, it interacts with the chatbot to obtain predictions, which come
accompanied by a basic explanation. The user can then interact with the chatbot
to drill down into the explanation, obtaining further detail as needed.

Both the predictive and the explainable models interact with the conversa-
tional chatbot through a REST API. This abstracts the models’ functionality,
makes integration easier, and allows for easily swapping the Machine Learning
frameworks used (e.g. scikit-learn, H2O) for training models without changing
the conversational interface. Methods for training or updating the predictive
model are not exposed to the conversational interface as these are intended to
be used by a user with a different role (e.g. ML Engineer). To the extent of this
paper, a user is thus viewed as the client of the system, who uses it to obtain pre-
dictions/explanations for a given context, and who is not necessarily an expert
on Machine Learning. The goal is indeed that any user can obtain predictions
and explanations just by writing questions in natural language.

From the conversational interface’s point of view, the predictive model’s API
exposes methods for getting predictions for an instance or group of instances, as
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Fig. 1. Architecture of the proposed solution.

well as for getting meta-data about the model (e.g. performance metrics, training
date). The explainable model, on the other hand, exposes services for getting
explanations, which may include different elements further detailed below (e.g.
textual explanations, feature relevance, statistical measures).

In its current form, the user interacts with the conversational interface through
a console. In a future version, however, the chatbot will be integrated at the ap-
plication level (Figure 5). When a value that results from a prediction is shown
to the user, a basic explanation will also be shown. Then, the user will be able
to open the chatbot by clicking a button, and will be able to interact with it
using natural language to drill down on the explanation and obtain additional
detail that meets her/his information needs.

The two key elements of the proposed system (i.e. the explainable model and
the explainable interface) are further detailed in Sections 3.1 and 4, respectively.

3.1 Explainable Proxy Model

The main goal of the explainable model is to provide explanations for the predic-
tions of another model. In that sense, it acts as a proxy model. An explainable
model is trained for each predictive model whose predictions need to be ex-
plained. That is, the explainable model does not actually explain the predictive
model, but rather each of its predictions. Moreover, it can explain predictions
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from any type of model, including black box models, as it is independent of their
internal structure.

Types of Explanations The explainable model is trained from a modified
version of the CART algorithm [22]. This is a Decision Tree algorithm. In any
Decision Tree, each node of the tree contains boolean rules about the observa-
tions (e.g. if feature X is greater than y) and each leaf contains the result of the
prediction for a given path in the tree. While the tree is being built, the training
set is increasingly split at each node, leading to smaller and better grouped sub-
sets of the data. This splitting process ends when one or more stopping criteria
are met, which may include a minimum size of the split or a minimum degree of
variance/purity.

In this context, variance denotes how much the values for the dependent
variable of a split are spread around their mean value, in regression tasks. Purity,
on the other hand, considers the relative frequency of classes. If all classes have
roughly the same frequency, the node is deemed ”impure”. The Gini index is used
in the CART algorithm to measure impurity [14]. In terms of decision-making,
an impure node (or one with high variance) represents a low level of confidence.
That is, the tree provides a prediction but one that is based on data that does
not have a clear tendency.

The relationship between the outcome y of a Decision Tree and a given
feature x can be described by Formula 1[17]. Each instance of the training set
is attributed to a single leaf node (subset Rm). I{x ∈ Rm} is a function that
returns 1 if x is in the subset Rm or 0 otherwise. In a regression problem the
predicted outcome ŷ = cl of a leaf node R1 is given by the average value of the
instances in that node.

ŷ = f̂(x) =

M∑
m=1

cmI{x ∈ Rm} (1)

Given this, it can be stated that a Decision Tree is naturally explainable
from its internal structure. That is, when one travels down the tree in order to
make a prediction, one can look at the nodes and their thresholds and build an
explanation based on the features traversed and their values. However, this may
be difficult for a Human user when trees are very complex, either in terms of
depth or number of features. Moreover, there is much more information that can
be generated, namely of statistical nature, that is implicit during the training of
the tree and that may be useful for supporting Human decision processes. This
section describes all the elements that are generated by the explainable model,
and how they can be used to generate explanations.

Explainable elements are generated as the tree is being built, i.e., whenever
a new split is created, and are stored in the tree’s internal structure, in the form
of json objects (one for each node or leaf). These objects can then be accessed,
when traversing the tree for making predictions, and used to build explanations.

The following listing details the explainable elements that are stored in each
node or leaf:
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– The name of the feature on which the split was made, the threshold (value),
and the type of condition (e.g. >, > or ==) (e.g. X > 5). This element is
not generated for leafs;

– The prediction ŷ based on the split (either the average or the most frequent
value, depending on the type problem), although this is generally not used
since the prediction is given by the predictor model;

– Measures of confidence, based on the dispersion/purity of the split (e.g.
variance, standard deviation, Gini index): the lower the dispersion or the
higher the purity, the higher the confidence on the decision is;

– A measure of support, based on the number or percentage of instance in the
split;

– An index of all the instances in the split;

These elements can then be used to build different explanations. The sim-
plest one is to build a string, in natural language, that explains a given decision
based on the features and their values. For instance, ”The prediction is y because
X is greater than a and Z is equal to ′bcd′”. This string is built by traversing
the tree, accessing the features, conditions and values in each node, and con-
catenating them to build the string in an appropriate format and language. A
pagination mechanism is implemented so that the user can control the depth of
the explanation. For instance, the initial explanation may be based on the first
3 levels of the tree, and afterwards the user may request additional levels until
the end of the explanation is reached (the leaf in the tree).

This also provides the user with a sense of feature relevance: the features
that are mentioned first are relatively more important than the ones that come
next. Moreover, a feature that is not used in an explanation tells the user that
that feature is not significant for the decision-making process.

Every prediction also comes with measures of confidence and support. That
is, the user is always provided with the number of instances (and its percentage)
on which the explanation is being based, and the dispersion and purity metrics
of the last node used for building the explanation.

In some of the levels, these strings may come with a warning that states
something like: ”But the prediction would be z if the value of X changed by
a”, in which a may be a positive or negative number, or a label (in which case
the text reads ”... if the value of X was a”). This happens when the value for
a given feature is very close to the threshold value and the prediction would
change if that threshold value was crossed. Essentially, this aims to provide the
user with a metric for risk assessment, in the sense that a small variation in a
given feature would significantly change the prediction, so a decision taken under
these conditions may be more risky.

These warning messages, that are intertwined in the explanation, are also
one of the ways for the user to perform counterfactual analyses in the sense that
they provide the user with a notion of ”what would happen” if one of the facts
changed. The user can also explicitly do a counterfactual analysis by asking the
chatbot questions such as ”What would happen if the value of X was a?”. In
these cases, the tree will be traversed using the case provided by the user (which
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is a modified or entirely new instance of data) and provide an explanation for that
scenario (along with a prediction by the predictor model). Thus, explanations
become interactive and the user can create or simulate ”what-if” scenarios and
gain a notion of how the predictions would change if the data changed.

Finally, another useful explanation is built by using the index of instances in
the stopping node. Essentially, this allows to present the user with a list of past
similar cases or instances. That is, the user can look at past similar cases and
analyze some of them to have a better notion of what happened in the past. In
an Audit scenario, this means that the user is looking into past cases audited by
himself or other Auditors, into its characteristics and the outcome, and that can
be used as a form of precedent, to help justify his current decisions. Instances
can be sorted by different criteria, including date and similarity to the current
instance being predicted. Similarity is calculated based on a weighted sum of
differences, given by the euclidean distance for numerical variables and by the
cosine similarity for the vector of nominal data (if any).

All these explanations are dependent on the pagination mechanism, that is,
how deep the user wants to drill in the explanation. As the user moves down in
the explanations, splits become smaller (lower support) but confidence increases.
It is up to the user to decide how far down to travel: an early stop may lead to a
more general explanation (with a tendency to high support and low confidence),
while going further down will lead to low support but high confidence.

Building the Explainable Model The process of creating an instance of the
explainable model is dependent on whether or not there is access to the data
that were originally used to train the predictive model. If the original dataset is
public and accessible, the process followed is the one detailed in Figure 2.

In this case this is a very straightforward process in which our modified ver-
sion of the CART algorithm is trained on the dataset. This results in the Decision
Tree that is used as the explainable model. The use then gets the predictions
from the predictor model (eventually through the explanation interface), and
the explanations from the explainable model, through the explanation interface.

If, on the other hand, the original dataset is not available, for instance due
to proprietary or privacy issues, the process detailed in Figure 3 is followed. In
this case there are some preliminary steps. First, the input to the process is no
longer the original dataset but meta-data describing the original dataset. This
meta-data includes the names of the features, their type, and their domains.

Based on this meta-data we create random instances of data. These instances
are then submitted to the predictive model, for classification. The output pro-
vided by the model (predictions) is then added to the random input, thus con-
stituting a Synthetic Dataset. The idea is that this dataset resembles, to the
extent possible, the original dataset that was used to train the predictor model.
This synthetic dataset is then used to train the explainable model, and the rest
of the process is the same as the previous one.

In any case, whether there is access to the original data or not, this process
produces a Decision Tree model that can be used to explain the predictions
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Fig. 2. Process followed for training an instance of the explicable model when the
original dataset is accessible.

of any another model, independently of its internal structure. The explainable
interface then interacts with this model to provide the user with Human-friendly
interactive explanations.

3.2 Explainable Interface

The Explainable Interface was implemented in the form of a chatbot, so that the
user can interact with it in a natural manner, using her/his own language. Specif-
ically, the chatbot was implemented in Rasa, an open source machine learning
framework for automated text and voice-based conversations.

There are two main components in the chatbot. The first is the NLU (Natural
Language Understanding model) and the second is the conversational interface
itself, that interprets the current context of a conversation and decides the next
action in the conversation.

The main goal of the NLU model is to extract structured information from
user messages, which are written in natural language. This includes generally two
main aspects: user intent (i.e. what is the user’s goal with a given message) and
entity extraction (i.e. specific words that have meaning in a given conversation).
Based on these two elements, the chatbot will then retrieve a response in order
to continue the conversation.

The NLU model is trained based on the NLU training data. Training data
consists of sample sentences, similar to those that the user would do, categorized
by the corresponding intent. For instance, the sentences ”Until next time!” and
”Thank you for your help.” could be associated to an intent called ”goodbye”.
Responses are defined in very much the same way, by providing samples of
utterances that could be used in a given point in the conversation.
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Fig. 3. Process followed for training an instance of the explicable model when the
original dataset is not accessible.

Entities can be defined using regular expressions or, alternatively, by training
a ML model. Entities are defined bearing in mind the concepts or information
that the user would need to accomplish a given goal. For instance, in the utter-
ance ”Show me the 3 most similar cases”, the chatbot would need to detect the
intent ”view past cases”, and parse the number ”3” as an entity, so that it could
ask the API for the 3 cases most similar to the current one, to be shown to the
user.

It is also possible to specify Stories. Stories are a type of training data as
well, used to train the model that decides how the dialogue is message. That
is, at a given point in the conversation, what should the next action be? How
should the conversation develop? Stories are defined using sequences of intents
and actions. Their main goal is to have conversational models that generalize
better to unseen conversation paths.

Finally, Rules are similar to Stories in the sense that they are also constituted
by intents and actions, but they are generally shorter and they are strict. That
is, they will always follow the same path. Thus, conversations based on Rules
are unable to generalize in the same way that those based on Stories do.

4 An application to Tax Fraud Detection

The approach described thus far in this paper is independent of the domain of
application and of the predictive model used. Nevertheless, explanations always
make reference to the domain by being mostly based on the features. In that
sense, they are easily interpreted by Human experts.

We now describe a use-case of the proposed approach, that inspired it. This
is an application in the domain of financial fraud detection, in the context of
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the Neurat funded project (31/SI/2017 - 39900). The main goal of the Neurat
project is to build a cooperative system in which Machine Learning models and
Human experts work together to increase the efficiency of tax audit and fraud
detection processes.

The project tackles two main challenges. First, it seeks to improve a previ-
ously existing rule-based audit tool. This rule-based tool has the disadvantage
of producing many false positives, often very similar between them. Auditors
must go through all of them, labeling them appropriately, which becomes very
repetitive and time-consuming.

The main goal is thus to implement a ML-based approach, that can learn
from the feedback and interactions of the Auditors. However, the use of Machine
Learning, and in particular of supervised methods, requires vast amounts of
labeled data. This is the second challenge that is being tackled by the Neurat
project.

The problem is that data can only be labeled by Human experts (Auditors)
and, in this case, it comes at a high cost: auditors must undergo extensive train-
ing and their time is very limited in face of all the instances they must audit.
As a consequence, they are able to review only a small portion of the instances,
usually by sampling, and thus contribute only with a small amount of labeled
data.

To deal with these challenges, an Active Learning (AL) approach [21] is being
followed to implement the Neurat project (Figure 4). Generally, AL approaches
aim to make ML less expensive by reducing the need for labeled data. To achieve
this, a so-called Oracle, which may be a Human expert or some automated
artifact, is included in a cycle in which a ML model is improving over time by
training and re-training on a growing pool of labeled data.

However, we introduce two major changes to the ”traditional” AL process
(Figure 1). First, we consider a pool of models rather than a single model
[19]. New models are trained and added to the pool, which constitute a vot-
ing/averaging ensemble whose weights are continuously optimized by a Genetic
Algorithm. Over time, models with a smaller weight are removed from the en-
semble. This allows the system to converge while using relatively simple models,
trained with partial data, instead of a very large and complex one, that would
be very-hard to re-train. Moreover, we deal with multiple ML problems simulta-
neously. For instance, ML models are used to predict the risk of fraud, as well as
to predict the value of user-defined features. That is, high-level or abstract fea-
tures, that are not extracted from the raw data, but are instead provided by the
Auditors. Since these cannot be derived from the raw data, they are predicted
(and explained) by specifically trained models once there is enough data.

Secondly, we add another input to the Oracle, which in this case is the Hu-
man auditor. The auditor has access to the selected instance i, which is now
accompanied by a prediction p and an explanation e. Now, when the auditor re-
ceives the instance to label (that is, when the auditor performs an audit action),
he also receives the label proposed by the system as well as an intelligible expla-
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nation for it, tailored for this specific domain. This applies to several features,
including fraud risk and the previously-described user-defined features.

Fig. 4. High-level view of the Neurat system: the chatbot is placed between the model
pool and the auditor.

The explainable interface that is now being implemented is placed between
the model pool and the Auditor. That is, it will be used whenever the auditor
requires a prediction from the system, which will now come with an explanation.
The Auditor interacts with the audit system through an interface similar to that
of Figure 5. The difference is that this UI is used for demonstration purposes as
well as for validation, so it has additional debugging information and actions. In
any case, the Auditor has a list of instances to audit, which he can analyze in
detail by clicking in one, having access to more information. For each instance,
the system provides suggestions regarding the risk of fraud and the values for
the user-defined features, based on the ML models. The Auditor can then inter-
act with the chatbot to request and refine explanations. The auditor does any
changes deemed necessary and then saves them, marking the case as validated
by a Human user. When this is done, all its data is moved to the labeled dataset
and can be used as additional training data from now on.

We believe that the integration of this explanatory interface in applications
such as this will contribute to increased transparency and trust in ML systems
by Human users, especially due to its interactive nature and the use of a mostly
symbolic approach based on domain-relevant features.

5 Conclusions

As AI-based applications gain increased relevance and control over our day-to-
day living, so too must their level of responsibility and scrutiny grow. Legal or
Ethical requirements mandate that automated decisions are transparent, inter-
pretable, fair and trustworthy. However, this is often easier said than done.

Currently, one of the main issues stems from the use of the so-called black
box models: models that are so complex or intricate that they become virtually
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Fig. 5. Main UI used by the auditor to access the list of instances to audit, and provide
feedback.

impossible to explain in a way that a Human can understand not only a par-
ticular decision but the behavior of the model itself. Deep Learning models are
probably the best examples of this.

The main problem when we do not understand how a model behaves, is that
it becomes unpredictable. For instance, we cannot fathom what the behavior of
the model will be when exposed to unseen instances of data. This is particularly
worrying in critical domains, in which the lives of Human beings depend on the
decisions of models.

The need to devise more Human-friendly models is thus evident. Models that
are naturally easier to explain, such as Decision Trees, do exist. However, they
generally tend to have lower accuracy. There is thus a trade-off between how
good a model is at making predictions, and how good it is at explaining them.

In this paper we proposed an approach for trying to have the best of two
worlds. On the one hand, we still use the accurate original model for making
predictions. On the other hand, we use a secondary explainable model that is
responsible for generating several explainable elements, that can then be used to
construct a wide range of Human-readable explanations. Moreover, this system
can be used even if there is no access to the original dataset, either due to privacy
concerns, to the data being proprietary, or to any other reason.

Finally, we use a conversational interface to provide access to the explana-
tions, so that the user can actually interact with the model, ask it questions, get
explanations, refine those explanations at will by drilling up or down, simulate
scenarios for counterfactual and what-if analyses, among others.
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All in all, we believe that this kind of systems may significantly improve
the transparency of ML applications, and consequently the trust that Human
decision-makers place on them.
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