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Centre for Brain Research (Centrum Badań Mózgu)

• interdepartmental neuroimaging unit combining the expertise of its three 

constituting Faculties: 

• Medicine

• Management and Social Communication

• Philosophy (including the Institute of Psychology)
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Centre for Brain Research (Centrum Badań Mózgu)

• we run experimental studies (including clinical trails) on heathy participants 

and patient groups using techniques like:

• Magnetic Resonance Imaging (MRI)

• Electroencephalography (EEG)

• Transcranial Magnetic Stimulation (TMS)

https://www.facebook.com/brainUJ 3
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https://en.wikipedia.org/wiki/File:This_shows_a_recording_of_the_eye_movements_of_a_participant_looking_freely_at_a_
picture.webm
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Necessity to move our eyes
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Necessity to move our eyes
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Necessity to move our eyes
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Motivation to study eye movements
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Methods to study eye movements
Looong story cut short: infrared cameras
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https://www.tobii.com/solutions/consumer-research-and-user-experience/ux-research
https://www.utsc.utoronto.ca/labs/caplab/facilities/

Methods to study eye movements
Looong story cut short: infrared cameras
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https://en.wikipedia.org/wiki/File:This_shows_a_recording_of_the_eye_movements_of_a_participant_looking_freely_at_a_
picture.webm
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Data from eye-movement recordings

https://doi.org/10.16910/jemr.7.1.1 

Raw Data

22



Data from eye-movement recordings

https://doi.org/10.16910/jemr.7.1.1 

Raw Data Preprocessed data: fixations and saccades
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https://doi.org/10.1016/j.biopsych.2012.04.019 

Tracking

a moving dot

Looking at
a static image
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https://doi.org/10.1016/j.biopsych.2012.04.019 

Tracking

a moving dot

Looking at
a static image
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Data from eye-movement recordings

https://doi.org/10.16910/jemr.7.1.1 

Raw Data Preprocessed data: fixations and saccades

Non-trivial transition
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Sample research problems
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What guides human eye-movements?
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Saliency – ‘simple’ modelsSaliency – ‘simple’ models

• Colour 

• Intensity 

• Orientation
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Saliency – ‘simple’ models

• Colour 

• Intensity 

• Orientation

Saliency – ‘simple’ models

Itti, Koch & Niebur (1998)
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Saliency – ‘simple’ models

• Colour 

• Intensity 

• Orientation

Saliency – ‘simple’ models

Itti, Koch & Niebur (1998)
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Saliency – a modern approach
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Judd, Ehinger, Durand & Torralba (2009)

Saliency – a modern approach
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Saliency – a modern approach

Judd, Ehinger, Durand & Torralba (2009)

Training machine learning algorithms on images and eye tracking data to 

predict fixation locations on novel images
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Saliency – a modern approach

Judd, Ehinger, Durand & Torralba (2009)

Training machine learning algorithms on images and eye tracking data to 

predict fixation locations on novel images

Shift from explaining towards prediciting 

and from neuroscience towards computer science
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Deep Convolutional Neural Networks

Picture from: Krizhevsky, Sutskever & Hinton (2012) age

Saliency – a modern approach
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Saliency – a modern approach
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Saliency – a modern approach
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Saliency – a modern approach

• Creating (deep neural 

networks, old-school image 

processing)

• Evaluating (lots of metrics 

with different properties)

39



Do you want to 
know more?

https://doi.org/10.1167/jov.22.2.9

https://doi.org/10.1016/j.cognition.2020.104465

https://doi.org/10.1167/jov.22.2.9
https://doi.org/10.1167/jov.22.2.9
https://doi.org/10.1016/j.cognition.2020.104465
https://doi.org/10.1016/j.cognition.2020.104465


Going beyond saliency

41



Patterns of object co-occurrence, positional regularities and other 

properties of typical object arrangements are important for guiding

eye movements.
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Image source: The Potential of Automated Text Analytics in Social Knowledge Building

Vector-space language models
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Bridging the gap between vision and language in models of human 
image understanding

Consistent

object

Inconsistent

object 44



washbasin handwash … bathroom

brush (Consistent)

sandal (Inconsistent)

Labels of 
Manipulated 

Objects

Labels of Context 
Objects

(scene label)

Quantifying object (in)consistency
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washbasin handwash … bathroom

brush (Consistent) Scon_1 Scon_2 … Scon_N

sandal (Inconsistent) Sincon_1 Sincon_2 … Sincon_N

Labels of 
Manipulated 

Objects

Labels of Context 
Objects S – Semantic Similarity 

Between Two Labels

(GloVe model + cosine 

similarity)

(scene label)

Quantifying object (in)consistency
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washbasin handwash … bathroom

brush (Consistent) Scon_1 Scon_2 … Scon_N

sandal (Inconsistent) Sincon_1 Sincon_2 … Sincon_N

Labels of 
Manipulated 

Objects

Labels of Context 
Objects S – Semantic Similarity 

Between Two Labels

Average Consistency 
score

Average Consistency 
score

(scene label)

Quantifying object (in)consistency
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Consistent M = 3.62 (SD = 0.83) 

Inconsistent (M = 2.71; SD = 0.64). 

Model-based consistency scores

Mdiff = 0.91; SDdiff = 1.04; t(123) = 9.784, p = < 0.001

For 17% of scenes, the score from the inconsistent condition was higher 48



Vector-space language models open a promising avenue 

towards modelling human sensitivity to inconsistencies
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Do you want to know more?

https://osf.io/preprints/psyarxiv/679ay_v2
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Going beyond single image



A typical scene-viewing experiment…
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Typical visual input is continuous, and thus allows for accumulating knowledge 

about the environment
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They are well controlled but assume that viewing each scene is a separate, 

self-contained act (trial), so they do not allow for studying the effects of 

knowledge accumulation.

Typical scene-viewing experiments
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Investigate the influences of prior knowledge about the recent past on 

eye movements using a typical scene-viewing methodology

Our idea
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1 N − 2 N − 1

1 N − 2 N − 1

N

Continuous 
condition

Time (each frame was preceded by a gaze-compliant fixation and displayed for 2 seconds)

Discontinuous
condition

Critical frameContext frames

Eye tracking

…

…

Experiment

Different colours indicate different 'stories’ 62



Hypothesis (preregistered)

In the Discontinuous condition, in which the prior knowledge about 

events from context frames was irrelevant to the content of the critical 

frame, participants would exhibit a more exploratory viewing behaviour.
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Stimuli
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Sir Alfred Hitchcock

Stimuli
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Sir Alfred Hitchcock

Stimuli

1000 Frames of Hitchcock project is an attempt to 

reduce each of the 52 available major Hitchcock films 

down to 1000 frames.
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• 80 sets of frames (critical frame + Continuous context + Discontinuous context) 

• 936 frames in total

• All are in colour and have identical aspect ratio 

• Attention-check questions included

• Validated in separate experiments

• Object masks and labels for the critical frames

• Openly available!

• https://doi.org/10.1016/j.cognition.2023.105544

Sophie
Heer

Stimuli
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Interlude:
Using hidden Markov models (HMMs) to model individual scanpaths
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Using hidden Markov models (HMMs) to model individual scanpaths
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Interlude:
Using hidden Markov models (HMMs) to model individual scanpaths
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HMM represents a scanpath as 24 interpretable numbers.

Interlude:
Using hidden Markov models (HMMs) to model individual scanpaths
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Interlude:
Using hidden Markov models (HMMs) to model individual scanpaths
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Continuous 
condition

Time (each frame was preceded by a gaze-compliant fixation and displayed for 2 seconds)

Discontinuous
condition

Critical frameContext frames

Eye tracking

Experiment

N = 50;
free

viewing
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Analysis based on Hidden Markov Models (HMMs)
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Critical 
frame

Scanpaths from Continuous 

and Discontinuous conditions

Fitting

HMMs

Analysis based on Hidden Markov Models (HMMs)
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Critical 
frame

Scanpaths from Continuous 

and Discontinuous conditions

Fitting

HMMs

Data dimensionality 

reduction (PCA)

Classification of HMMs to 

conditions (LDA with 

leave-one-out cross-

validation)

Interpretation of 

the PCA loadings

Analysis based on Hidden Markov Models (HMMs)
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Average accuracy: 53.84% (better than chance; p = 0.008; permutation test) 

Chance-level accuracy (permutation-based): 49.88% 

Percent of frames with above chance scanpath classification: 82.5%

Classification accuracy after the dimensionality reduction
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Absolute values of loadings of HMM coefficients in the first principal 
component

(explaining 40.21% of variance on average)
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Absolute values of loadings of HMM coefficients in the first principal 
component

80



cov1X, cov2X, and cov3X determine variance along the horizontal dimension in each ROI (ROI width)

Absolute values of loadings of HMM coefficients in the first principal 
component
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Traditional eye-movement metrics

Metric
Effect direction

(change from Continuous to Discontinuous)

Number of fixations

Fixation duration

Saccade length
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Recently gained relevant prior knowledge 

inhibits exploratory eye movements.
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Conclusion



Results – qualitative assessment
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Continuous

Discontinuous

Critical Frame
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Continuous

Discontinuous

Continuous

Discontinuous

Critical Frame
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Do you want to know

more?

87

https://doi.org/10.1167/jov.23.10.10

https://doi.org/10.1016/j.cognition.2023.105544

https://doi.org/10.1080/13506285.2025.2484842 

https://doi.org/10.1167/jov.23.10.10
https://doi.org/10.1167/jov.23.10.10
https://doi.org/10.1016/j.cognition.2023.105544
https://doi.org/10.1016/j.cognition.2023.105544
https://doi.org/10.1080/13506285.2025.2484842
https://doi.org/10.1080/13506285.2025.2484842


Thank you! 

Feel free to contact me via:

 Email: marek.pedziwiatr@uj.edu.pl

 Bluesky: @marekpedziwi.bsky.social

 X/Twitter: @marekPedziwi

ResearchGate: https://www.researchgate.net/profile/Marek-Pedziwiatr-2
88


	Slide 1: Eye tracking as a bridge between psychology and computer science
	Slide 2
	Slide 3
	Slide 4
	Slide 5: Necessity to move our eyes
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12: Necessity to move our eyes
	Slide 13: Necessity to move our eyes
	Slide 14: Necessity to move our eyes
	Slide 15: Necessity to move our eyes
	Slide 16: Necessity to move our eyes
	Slide 17: Motivation to study eye movements
	Slide 18
	Slide 19: Methods to study eye movements
	Slide 20: Methods to study eye movements
	Slide 21
	Slide 22: Data from eye-movement recordings
	Slide 23: Data from eye-movement recordings
	Slide 24
	Slide 25
	Slide 26: Data from eye-movement recordings
	Slide 27: Sample research problems
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32
	Slide 33
	Slide 34
	Slide 35
	Slide 36
	Slide 37
	Slide 38
	Slide 39
	Slide 40
	Slide 41
	Slide 42
	Slide 43
	Slide 44
	Slide 45
	Slide 46
	Slide 47
	Slide 48
	Slide 49
	Slide 50
	Slide 51
	Slide 52
	Slide 53
	Slide 54
	Slide 55
	Slide 56
	Slide 57
	Slide 58
	Slide 59
	Slide 60
	Slide 61
	Slide 62
	Slide 63
	Slide 64
	Slide 65
	Slide 66
	Slide 67
	Slide 68
	Slide 69
	Slide 70
	Slide 71
	Slide 72
	Slide 73
	Slide 74
	Slide 75
	Slide 76
	Slide 77
	Slide 78
	Slide 79
	Slide 80
	Slide 81
	Slide 82
	Slide 83
	Slide 84
	Slide 85
	Slide 86
	Slide 87
	Slide 88

