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Motivation

• Counterfactual Explanations (CEs) that involve realistic and 
actionable changes can be used for the purpose of Algorithmic 
Recourse (AR) to help individuals who face adverse outcomes.

• What happens if we apply CEs and adjust our model? 
What happens if we do it again?
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Motivation – Proof of Concept

A bank trains a classifier to 
evaluate credit applicants.

The bank gives CEs to 
unsuccessful applicants – 
endogenous domain shift

The bank retrains the classifier – 
endogenous model shift

Process repeated several times, 
sizeable shifts occur. The overall 
risk has increased.
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Motivation – Background

Exogenous vs Endogenous
We have been able to identify only one recent work by Upadhyay et al. that 
considers the implications of exogenous domain and model shifts in the 
context of AR. Exogenous shifts are strictly of external origin. 

We refer to these types of dynamics as endogenous because they are 
induced by the implementation of recourse itself.

Macrodynamics
The term macrodynamics is borrowed from the economics literature and 
used to describe processes involving whole groups or societies.
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Motivation – Questions

1. Do the CEs generated by SOTA generators lead to shifts in 

domains and models?

2. Are the explanations valid if applied in practice?

3. Who should bear the cost and risks of algorithmic recourse?
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Experiments – CE generators

1. Wachter (Generic) – Minimal distance (Wachter et al.)
2. DiCE – Diverse counterfactuals (Mothilal et al.)
3. CLUE – Latent with minimized predictive uncertainty (Antoran et al.)
4. REVISE – Latent, learning data generation process (Joshi et al.)
5. Greedy – Jacobian-based Saliency Map Attack (Schut et al.)
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Experiments

Metrics:
• Maximum Mean Discrepancy (MMD)
• Model “Decisiveness”
• Accuracy Difference

• Model MMD
• Model Disagreement

Datasets:
• Synthetic data (Moons, Overlapping)
• Give Me Some Credit

• UCI defaultCredit
• California Housing

Models:
• Logistic Regression
• Deep Ensemble

• Multilayer Perceptron
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Results – Synthetic Data

Domain shift for overlapping data 
using deep ensemble model

Performance shift for overlapping 
data using deep ensemble model
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Results – Real-world Data

Domain shift for Default Credit  
using deep ensemble model

Performance shift for Default Credit 
using deep ensemble model
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Mitigating Endogenous Shifts
What are potential mitigation strategies with respect to endogenous macrodynamics in AR?
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Externalities of Algorithmic Recourse

Usual baseline for Counterfactual Explanations:

𝑥′ =  arg min
𝑥′

𝑦𝑙𝑜𝑠𝑠 𝑀 𝑥′ , 𝑦′ + 𝜆𝑐𝑜𝑠𝑡 𝑥′

Minimizing costs for a single individual

Proposed extension to the formula:

𝑥′ =  arg min
𝑥′

𝑦𝑙𝑜𝑠𝑠 𝑀 𝑥′ , 𝑦′ + 𝜆1𝑐𝑜𝑠𝑡 𝑥′ + 𝜆2𝑒𝑥𝑡𝑐𝑜𝑠𝑡 𝑥′

Capturing external costs introduced by the CE
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Externalities of Algorithmic Recourse

Two strategies for minimizing external AR costs:
1. Classifier Preserving ROAR (ClaPROAR)

𝑒𝑥𝑡𝑐𝑜𝑠𝑡(𝑥′) = 𝑙𝑀 𝑀 𝑥′ , 𝑦′

2. Gravitational Counterfactual Explanations
𝑒𝑥𝑡𝑐𝑜𝑠𝑡(𝑥′) = 𝑑𝑖𝑠𝑡 𝑥′, ҧ𝑥′

Additionally:
3. Generic CEs with more conservative decision thresholds (𝛾 = 0.9)
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Results – With Mitigation Strategies

Domain shift for overlapping data 
using deep ensemble model

Performance shift for overlapping 
data using deep ensemble model
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Key Takeaways

• State-of-the-art approaches to AR induce substantial 
domain and model shifts.

• External costs of Individual Recourse should be shared 
across stakeholders.

• Our solution: penalize external costs in the counterfactual 
search objective function.
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Proceedings of the Fourth Workshop on Generation, Evaluation and Metrics (GEM² 2025), 
ACL 2025
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Text CEs

Generate text that gets classified to a different class. How do we use our equation?
𝑥′ =  arg min

𝑥′
𝑦𝑙𝑜𝑠𝑠 𝑀 𝑥′ , 𝑦′ + 𝜆𝑐𝑜𝑠𝑡 𝑥′

We could:

1. Embed text

2. Search latent space

3. Select closest embedding

How do we maintain the desirable properties?

Text fluency/validity, grammatical correctness, 
reasonability of the explanation, content preservation
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Text CEs Usage

• Data enhancement

• Causality assessments

• Explaining and analysing the model

• Help in text composition
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Types of Text CEs

1. LLM-assisted

Prompt a LLM to modify a 

sentence such that it reflects 

the sentiment we want to have

Polyjuice, CheckList

2. Latent decoding

Perturb the latent embedding 

such that we get a valid CE

Examples

PPLM, GYC, CounterfactualGAN

3. Sequential infilling

Mask certain tokens and 

generate new ones 

MiCE, RELITC, Polyjuice*
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Polyjuice

Fine-tuning GPT-2 for infilling:
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Polyjuice – Motivation 

• Manual rewrites for counterfactuals costly

 (4-5 minutes per CE (Kaushik et al., 2020))

• Human annotators might miss certain structures e.g. 

It is great for kids.

great -> not great, but miss kids -> no one

• Automatic generators might neglect prediction-preserving CEs
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Polyjuice – Control Codes
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Polyjuice – Discussion 

Pros:

• High fluency due to use of a LLM

• Content and structure preservation

Cons:

• High pre-training or fine-tuning cost

• Only fine-tuned on “simple” tasks
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PPLM - Motivation

• Motivated by Plug & Play Generative Networks (PPGN) 

• Modelling 𝑝(𝑥|𝑎), where 𝑎 is a controllable attribute (class)

• Estimate 𝑝(𝑥|𝑎) as 𝑝(𝑎|𝑥)𝑝(𝑥)

• 𝑝(𝑎|𝑥) – attribute model
• 𝑝(𝑥) – generative model
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PPLM – Motivation 

In case of Language Models:

• 𝑝(𝑎|𝑥) – discriminator model (PPLM: 1 FC layer) or Bag of Words

• 𝑝(𝑥) – unconditional GPT-2

How do we use those models?

1. Take the latent representation of 𝑥

2. Perturb it so that we get higher 𝑝(𝑎|𝑥)

1. Increase 𝑝(𝑎|𝑥)

2. Increase 𝑝(𝑥)
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PPLM – Latent Representation

Given token sequence 𝑋 = {𝑥0, 𝑥1, … 𝑥𝑛 } let history matrix 𝐻𝑡

𝐻𝑡 = 𝐾𝑡
1

, 𝑉𝑡
1

, 𝐾𝑡
2

, 𝑉𝑡
2

, … , 𝐾𝑡
𝑙

, 𝑉𝑡
𝑙

Where 𝐾𝑡
𝑛

, 𝑉𝑡
𝑛  is the Key-Value pair of the self-attention layer 𝑛 at time step 𝑡

For latent perturbations initialize a Δ𝐻𝑡 = 0
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PPLM – Ascending p(x|a)

Calculate log likelihood gradient ∇Δ𝐻𝑡
log 𝑝(𝑎|𝐻𝑡 + Δ𝐻𝑡) and update 𝐻𝑡:

Δ𝐻𝑡 ← Δ𝐻𝑡 + 𝛼
∇Δ𝐻𝑡

log 𝑝(𝑎|𝐻𝑡 + Δ𝐻𝑡)

||∇Δ𝐻𝑡
log 𝑝 𝑎 𝐻𝑡 + Δ𝐻𝑡 ||

Minimalize KL-Divergence between the original 𝐿𝑀 𝑥𝑡 , 𝐻𝑡  and 𝐿𝑀 𝑥𝑡 , 𝐻𝑡 + Δ𝐻𝑡  
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PPLM – “In Practice”
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PPLM – Examples
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PPLM – Discussion

Pros:
• High fluency of the unconditional LM
• Low training overhead
Cons:
• Does not retain the structure of the original sentence
• Prone to hallucinations and runaways:

 “[Space] The potato has been successfully cultivated in our solar system.   
  The potato stars stars stars stars stars stars…”
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In Proceedings of the 32nd ACM International Conference on Information 
and Knowledge Management (CIKM ’23), October 21–25, 2023, 

Birmingham, United Kingdom.
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RELITC – Motivation 

• Instead of generating texts that might be counterfactuals,
use the classifier itself in the process

• Desiderata: closeness, feasibility, content preservation

• Conditional Masked LM

 Use CMLM’s uncertainty to guide the infilling

• Based on MiCE
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RELITC – Overview 



38

RELITC – CMLM 

Conditional Masked Language Model – BERT

Task: The quick [MASK] jumps over… → predicted token logits

Condition on label: add to the fine-tuning text:

[Negative] The bad [MASK] jumps over…

[Positive] The good [MASK] jumps over…
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RELITC – Infilling 

Logit entropy as proxy for uncertainty

Choose lowest entropy first
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RELITC – Examples 
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RELITC – Discussion

Pros:

• Explanations closer to the classifier

• Conditioning on label with CMLM 

• Content and structure preservation

Cons:

• Might lack fluency

• Attribution calculation adds overhead
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Our work - Motivation

Central banks moderate the public expectations by emitting communications. 
Text CEs could help them know if they convey certain sentiment (hawkish or 
dovish):

- Provide a new perspective how a sentence might be understood.

- Provide ways to better convey the message.

Evaluation of previous text CE methods focused on simple tasks.

How should we evaluate these methods?
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Methods
Evaluating text counterfactual explanations

Quantitatively:
- Edit distances
- Embedding distance
- Label flip
- Faithfulness
- Implausibility
- Perplexity
- …

Qualitatively:
- Fluency
- Minimality
- Grammar correctness
- Plausibility
- Naturalness
- …
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Methods

Specifying qualitative metrics

Fluency:
A fluent segment is one that is grammatically well-formed; contains 
correct spellings; adheres to the common use of terms, titles and 
names; contains properly capitalized letters; and is intuitively 
acceptable. Unfinished sentences also impact the fluency of a 
segment.

Extending definition from Ma and Cieri (2006)
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Methods

Specifying qualitative metrics

Plausibility:
A plausible counterfactual segment adheres well to samples seen in 
the real data distribution, and the target sentiment of the target class. 
The changes made to the factual, considering the meaning and 
context of the edited words, should also fit the target domain. 

Applying the definition from Altmeyer et al. (2024) to texts.
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Experiments
Dataset:
 Trillion Dollar Words (Shah et al., 2023) – excerpts from central bank 
communications.

Counterfactuals generated by each of three methods. 

Qualitative assessment:
- 8 central bank employees (including Federal Reserve, Bank of England) 

judging the fluency and plausibility
- Crowdsourced evaluations of fluency from native speakers on Prolific
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Results

Quantitative

Qualitative
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Results

Do they align?
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Results

Expert comments:
- Polyjuice:

- switches the subject entirely
- lack of relevance in changes

- PPLM: 
- uses domain-specific words, but does it incorrectly
- Makes the tone too conversational

- RELITC:
- Can make the tone unclear or conversational
- Can introduce domain-specific words that are incorrectly used
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Conclusions

- Which counterfactual generator should be used?
- Trade-off between plausibility and faithfulness

- The need for using human evaluations
- The need for engaging classifiers in the process
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Red Teaming for Large Language Models At 
Scale: Tackling Hallucinations on 

Mathematics Tasks 

Patrick Altmeyer, Giovan Angela, Aleksander Buszydlik, 
Karol Dobiczek, Arie van Deursen, Cynthia Liem

ART of Safety: Workshop on Adversarial testing and Red-Teaming for generative AI, 
AACL 2023
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Motivation

• Red-Teaming, a practice in AI safety that aims to systematically find 

backdoors in Large Language Models to elicit irresponsible responses 

(Microsoft, 2023).

• Multiple methods for red-teaming using prompt engineering exist 

(Derczynski, 2023)

• Are we able to reduce hallucinations by using those methods?
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Setup

Mathematical tasks:
• Likely to exist in the training data
• Not trivial for the LLM (tokenization)
• Easy to parse and evaluate

Two types of tasks:
• Elementary mathematics – addition and multiplication
• Algebraic reasoning – puzzles describing systems of equations

Two difficulties: products of numbers from 1 to 100 and 100 to 10 000
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Red-Teaming by Prompting

Code – produce code, “simulate” its execution to provide the final answer. 

Explanation – explain the understanding of the problem or rephrase it, and then 
provide the answer. Encourage the model to attempt step-by-step reasoning 
about the problem in natural language. 

Impersonation – request that the model impersonates a celebrated 
mathematician to provide the answer in their words. 

Restorying – frame the problem differently, ex.: write a manual, poem, or a 
theatre play with two actors. 

Default – baseline.
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Setup – Metrics

• Accuracy – how often is the model totally correct
• Levenshtein edit distance – edits, insertions, deletions
• Relative edit distance – relative to answer length
• Relative distance
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Experiments

For each context, for each difficulty 200 queries on GPT-3.5-turbo 
and GPT-4 using OpenAI API.

For the Algebraic Reasoning task, we additionally add a variant where 
we provide a solved example.
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Results – Examples
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Results – Examples
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Results – Elementary mathematics GPT-3.5
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Results – Elementary mathematics GPT-4
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Results – Algebraic Reasoning GPT-3.5
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Results – Algebraic Reasoning GPT-4
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Key Takeaways

• Red-Teaming techniques do not necessarily help with 
hallucinations

• Structuring the responses of GPT models might help

• Giving the model examples improves performance
• Might suggest that GPT models have some capacity to 

transfer knowledge
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Current and Future Directions
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Future

Using prototype models for EO

• Model attributions might not make 
the user “see” the whole picture

• Make the model itself “tell” the user 
what it considers
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Future

“Red-teaming” foundational 
EO models with synthetic CEs

- Perturbations
- Noise
- Translation of certain features
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Future

Expert domain knowledge in XAI

- Human (expert)-in-the-loop optimization for XAI processes like 
counterfactual generation

- Embedding expert knowledge in models like GNNs
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Thank you for your attention!
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