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IPIP (Identical Partitions

for Imbalance Problems)

* "bs" balanced subsets (55%-45%) are
generated by subsampling the majority class
so that all elements of the minority class are
represented in at least one of the subsets.

* An ensemble is trained for each subset.
Models are added by majority voting if the
previous ensemble is improved.

* Finally, the final prediction is what the
majority of ensembles decide.

* Paper under review
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UIC

We have an unbalanced dataset 'd".

We obtain several subdatasets
by sampling the original dataset
varying the imbalanced ratio,
training and evaluating models in
each of them.

The idea is that we can create a
new measure, as an integration of
all the biased ones, by means of an
aggregation in which all the basic
measures are inversely weighted by
their respective correlation with the
proportion of the minority class (IR)
of each dataset, with the intention
that UIC is less biased with the IR.

R package available (paper under
review)
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Figure: Pearson's Correlation between some basic metrics, UIC and the Imbalance Rate
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accuracy near 93% and a ROC-AUC of
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0.94 by testing IPIP on a validation set to sirae

p red |Ct th e f| na l con d |t| on Of a C OVI D _1 9 The development of tools that provide early triage of COVID-19 patients with minimal use of
. . . diagnostic tests, based on easily accessible data, can be of vital importance in reducing

p atl e nt usli ng como rb Id Itle S an d COVID-19 mortality rates during high-incidence scenarios. This work proposes a machine

d em Og ra p h iC d ata learning model to predict mortality and risk of hospitalization using both 2 simple

demographic features and 19 comorbidities obtained from 86,867 electronic medical records
of COVID-19 patients, and a new method (LR-IPIP) designed to deal with data imbalance
problems. The model was able to predict with high accuracy (90-93%, ROC-AUC =0.94) the
patient's final status (deceased or discharged), while its accuracy was medium (71-73%,
ROC-AUC=0.75) with respect to the risk of hospitalization. The most relevant characteristics
for these models were age, sex, number of comorbidities, osteoarthritis, obesity, depression,
and renal failure. Finally, to facilitate its use by clinicians, a user-friendly website has been
developed (https://alejandrocisterna.shinyapps.io/PROVIA).




Concept drift:

Passive learning

We have a time stamped dataset. If X are the predictor
variables of our data and Y the target variable, we call a
concept:

Concept=P(X,Y)

So there is a concept drift when:
Pt (X,Y) # Pu (X)Y)

So that t and u are different time stamps.

Rather than attempting to identify a concept drift, we
will assume that data evolves over time and adapt the
model accordingly. Then, we are dealing with passive
learning. It is even more challenging when dealing with
imbalanced data.

IPIP method is ensemble-based, thereby facilitating
adaptation to the needs of a passive learner.



IPIP + Concept Drift Non stationary environment

)
o u * Let's presume that data is divided
by chunks. We want to update IPIP
with each new chunk of data.

;;;;;;;;;;;;;;;;;

* Firstly, we train a basic approach of
IPIP with the first chunk of data.

Final Ensemble \{worst ensemble} | Model 1 | | Maodel 2 |

* Then, for next chunks the approach
Is to update the previous IPIP final
ensemble with a new ensemble
trained with the new chunk of data
following the idea of IPIP to train
models with balanced subsets and
ensuring that every minority class
instance is represented in, at least,
one subset.

Ensemble chunk 2

Final ensemble chunk 2




IPIP + Concept Drift Stationary Environment

sal [ w
Ensemble IPIP b
chunk 1
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* Now, for next chunks the approach
Is to update the previous IPIP final
ensemble with a new ensemble
trained with the new chunk of data

* ! AND THE PREVIOUS MINORITY

[ oot | [ woerz ] D CLASS INSTANCES, again following

the idea of IPIP to train models with

balanced subsets and ensuring that
every minority class instance is

Freemble chunk® represented in, at least, one subset.

Final ensemble chunk 2




* We have some commonly used datasets to study the
CD in classification tasks as 'Electricity', 'Weather', and

Ou r some simulated datasets. We also have a real COVID-19
dataset (SMS) with 48 variables, most of them
I categorical. COVID-19 data is structured in monthly
experl ments chunks (26 months) with comorbidities, symptoms,
tO Compa re ,vaccination and demographic data.
I PI P+CD W|th * Firstly, we are going to test several ensemble-based
. passive methods fixing the number of instances per
Othe I paSS|Ve chunk (n=1000). And we evaluate each model in the
chunk 't with the chunk 't+1'. We have different
lea FNers experiments artifically varying the IR of the chunks to
study the influence of different IRs in a concept drift
problem.

* Metrics: Acc, Bal Acc, Kappa, F1, AUC-ROC, AUC-PR,
Geom and UIC.




Future work: Methods (in R)

Ensemble methods

* To the best of our knowledge, there is
no R package that has passive

models for training ensemble-based
models to deal with concept driftin
R. Online learing Chunk-Based leaming
e 0O0B
] e UOB ¢ ¢
* We have adapted the code in R for 8 Basic approach Imbalanced

aware approach
of them. °
e AWE
. . Nonstationary Stationary
* Developing an R package with these Environment Environment
models and launching them for any S — p—
chunk-based dataset. * SERA e IPIP-SCD

e [PIP-NSCD
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AUC-UIC for different proportions of the minority class
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UIC evolution for different values for the minority class proportion
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Correlation between metrics and the IR for the

COVID-19 dataset

SMS
 UlC isthe less correlated
measure with the " I °
imbalanced ratio compared [ T : l : —— l ;

to the rest of basic metrics
for classification. | ‘

* Experimentsinthe l
remaining datasets are still
in progress.
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