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About Me
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Data Curation Framework (DCF) -
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Introduction

We are at an Inflection Point in
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ESG Research Report 2023
— North American Health Care Provider Market Size and Forecast

Data Explosion projected to reach 50 Zetabytes by 2025, with a 44-fold increase from 2023




Challenges & Solution

o Lack of support to acquire device independent
Hospital data acquisition

o Lack of support for evolution and reusability of
User ﬂ Heart beats sensory data \
v IIIII Sensory Data IIIII
Data Acquisition Raw Data Synchronizer
Buffer Data Writer

Multimodal Data Processing
Pharmacy Structured data
Event Configurator Con_straint Situati.on B!
I Configurator Configurator
Multimodal » Log Monitor

data sources

Benefits

| Solution 1
I I N w

Solution 2

« Lack of support to non-volatile persistence of
healthlog in Big data environment /

« Lack of support for data driven knowledge
generation

e e




Introduction to Data Curation Framework (DCF)

Responsibilities

T 1. Device Independent sensory data acquisition

(  ees . ) 2. Curation of context-rich user lifelog
= Acquisition of multimodal raw sensory

data in real-time , 3. Monitoring of user lifelog for push-based interventions
= Synchronization of multimodal raw
sensory data in a distributed
= Preparation of data instances for context
determination

4. Support for the evolution and re-usability of sensory data

1 5. Integrated as a core foundation to health and wellness platforms

‘ N\
—
= Curation and persistence of user context
in the form of user lifelog . E 1
= CRUD 9perat1ons for user lifelog —
evolution — ey || e . . . .
- = Non-volatile persistence of raw sensory
B LM Data Writer o o o
— data and user lifelog in a Big Data
~ : : : . - ~ Intermediat Contract o
= Monitoring of user lifelong for situations Database pata envl ron.ment .
to respond \_Persistence = Active interface to Big Data for
- Hosting and execution of static visualization and analytics
situations . = Passive interface to Big Data for data
. . . riven kn neration
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Data Acquisition and Persistence — Functional Architecture
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Data Acquisition &Synchronization— Detailed Architecture
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Data Acquisition— Flowchart
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Sensory Data Synchronization Strategies

Algorithm 1 Time-based synchronization for raw-sensory data acquisition.

1 . Complete San 2. aner San Require: buf fer,,. [1,...,n| nis the total number of data sources
Ensure: bu f ferg.:: queue for time-synchronized data packets
I,segment ‘| |,-segment : |, segment } |, segment \| |,-segment : I,segment ‘, 1: procedure SYNC{buf ferg.)
- T A o2 1
A ; N - ) T ; | - : 2. msg + create _ msg(NULL)
[ I [ [ I [
: |||| Lj : ! |||| Lj : : |||| ll:> : : ! |||| Lj : ||||| Li :> 3 WilEiiNa_of_datasourcest
| L I ([ : T . _
: : | : : : : : | : : : 4: buf fers. [i] + Recv (data) = Complete-sync execution
e : : : : : : > @ : : : ‘“.H.J : p O msg. add(create _ msg (buf fery. [1]))
[ Illl f ] Illl f [ IIII f [ Illl f ] [
: : : : : : : : : | : : B if timege, > time _ window then
| I | | | |
: : : ! : : — : ! : T if send _ only = TRUE then > Incomplete-sync: Eager execution
| : I b : | : I by :
: : : : : : : : : : : : 8 break
| I | | I |
@ | ‘|||‘|‘ 1 :'I|H" ! i'“H" > @ i'HH" | :'||H+ - > 9 enaif
| |
R I tE L b S’ mmaas’ Cwewer’ 10 whilej < No of datasources do > Incomplete-sync: Rendezvous execution
: t=3sec : : t=3sec : : t=3sec : : t=3sec : : t=3sec : : t=3sec : '11: j{_£+1
Sensory Buffer Synchronization Sensory Buffer Synchronization
\ J \ 12: if buf fersy. [j] . has _ contents then
* Executes when all the required - Executes in regular interval time 1 msg. add(create _ msg (buf ferue [j])
sensory data is received in time without the dependence on data ., end if
window sources _ _
. ) ) 15: end while
* Support for highly accurate context - Support for real-time execution'
determination no delays & break
* Only possible when all the data « Ignores out-windowed packets; 7 endif
sources are almost time- and resulting in lower accuracy for c( 18 endwhile 0
Communication'synced determination 19 msg. timestamp + buf fery,. [i] . timestamp

20:  buffergs. enqueue (msg)

21 end procedure




Data Acquisition — Execution Flow

Data Acquisition

e The multimodal observatory & interventional
data is received by the data acquisition with
its device manager

a The multimodal data are stored inside the
healthlog
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Contributions

Contribution
* Acquisition of multimodal data at real-time

* Synchronization of Heterogeneous data per medical devices and timestamp

Benefits
e Buffered pipe-lining of data to mapping and representation and for Big data storage.

* Non-blocking 10 to avoid Communication bottlenecks



Big Data Storage and Persistence
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Chellenges

Big Data Challenges...

And Require New Technologies
il

@ Volume ' = L R _, ‘ ;"‘ H ‘ o

Fig. Showing Processing schema of imaging toward big data

Source: Andreu-Perez, Javier, et al. "Big data for health." IEEE journal of biomedical
and health informatics 19.4 (2015): 1193-1208.




Chellenges

Big Data Challenges...

And Require New Technologies

™

Different kinds of data being generated from various sources

Observatory Datasource(s) Interventional Datasource(s)
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Chellenges
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Big Data Challenges...

TRACKERS

And Require New Technologies acnon [ Velocity
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challenges." Kidney research and clinical practice 36.1 (2017): 3.
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Data Curation Framework (DCF) & Big Data

* Data Curation Framework has been adopted as the foundation for Mining Minds platform
(Health and wellness platform) as independent layer called Data Curation Layer or DCL

Velocity

: ; Variet
Data Raw Data buffer Monitor Event Configurator Data Persistence y

L Context Life-log ; ;
Ach|§|t|on Sensory Data Writer Data & User || Clinical || Configuration Constraints Configurator Data Data Curation
Service | synchronizer FEilss | A Data Situation Event Detector Service

Message Model | | | Query Authoring || |Query Generator| | | Query Loader HIVE
Query Deployer Data Exporter Data Exporter : Meta-store
Scan | Schema Data Format

I Volume

Source Code: https://github.com/ubiguitous-computing-lab/Mining-Minds



https://github.com/ubiquitous-computing-lab/Mining-Minds

Unstructured

A111n23¢g

\_Device manager /
3 93e403S

Interventional Data

@ o To store raw sensory, environmental

variables in a large-scale non-
volatile persistence (Big Data) with
CRUD operations.

e Real-time data storage

Q For model training and rule generation,
knowledge extraction requires interface
to selected historic medical data

* Passive data read operations




Goal and Objectives

Observatory I I I I I Intervention

Dét.a_ Device Data de.lt.a.
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r 3
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J
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Scan Service
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Data
Manager
J

Lifelog

Healthlog
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Health
Repository

Data Exporter

(E——
=

Data
Format

Active Data

\ Reader )

Data Writer

Data
Contract

>

Data Acquisition & Persistence Framework

J

Goal:

* To store interventional data and FHIR based data
in a large-scale non-volatile persistence (Big Data)
with CRUD operations.

Objectives:

* Non-volatile storage of data from heterogeneous
sources with CRUDS operations.

* Supports of CRUD operations and REST
Service end-point
* Build to handle the REST request and provide data
for Visualization and Analytics.

* High Scalability and Interactive.




Challenges and Solutions
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Big Data Storage Processing - Abstract Architecture

Log =2

Interventional Data Repository
Sources

@) Life-Log :
uery Writer
Persistence

Physical Active Data Reader

. Passive Data Reader
DataHSvetore

T P




Big Data Storage Processing — Detailed Architecture

Multimodal Data Log EA

N _
Sources Repository
[Sensory data,|env. variables]

Data
Persistence

Life-Log Synchronizer

Active Data Reader

MapReduce Queries

[1e1aweled Alanb]

Passive Data Reader

Physical Data
Store

MetaStore

Create Response

3

4
Request / Response

4

D> supportingLayer |
[Result Set]
o 4 Knowledge Curation Layer




Big Data Storage and Processing — Flowchart

G e

Message Model <Incoming the data

\ 4

to big data storage>
( Begin ) ¥
Y Data Writer
A 4 c
Read and write % <Data v
operation @ Access>
1 &
3 e Interventional data is received by Data
© <Include the Hive . .
Model Storage = e Raw data querdes for Writer of Data Persistence Component.
storage service persistence>

De-serialized message is sent to HDFS for

A A

Data Creator

datalextraction> Z__\  analytics> online data request for visualization and
analytics. Data reader selects the query

}\ Persistence.
<For structured <For data E Data reader is responsible for handling

\ 4

CRUD Passive Data Reader Active Data Reader and sent to Physical Data Store for
1 T execution
Storage validator @ Hive Queries Query Scan Finally the data is stored inside the HDFS

©
©
Q

‘ & v
8

Data Exporter ‘OU Query Verifier Data Exporter

<For data
| Bigdatastorage |_ analysis>
m i processing )

End




Big Data Storage Processing - Execution Flow

Log =2
Repository

Physical Data Storage
Persistence

Life-Log Synchronizer c Interventional data is received by Data Writer

- of Data Persistence Component.

e Data is de-serialized according to the
message model

Active Data Reader
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Big Data Storage Processing - Execution Flow

Interventional Data Log =4
Sources Repository

Data

Data is stored
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Big Data Storage Processing - Execution Flow

_ Interventional Data Log ==
Physical Storage Sources Repository =~
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Big Data Storage Processing - Execution Flow

Interventional Data Log =2
Sources Repository

[EMR, EHR]

. Big Data Storage

[life-log data] Active Data Reader

e Active Data reader is responsible for handling
online data request for data visualization and
analytics

Data
Persistence

\ 4

Life-Log Synchronizer Query Writer

10
Active Data Reader \\

[life-log

e Active data reader selects the query
depending upon the query parameters
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Big Data Storage Processing - Execution Flow

Interventional Data Log =2
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Big Data Storage Processing - Execution Flow

Interventional Data Log =2

. _/
Sources Repository
[EMR, EHR]

Data

Active Data Reader
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Life-Log Synchronizer e Requested data is returned as a result set to

- data exporter

Result set is converted into data message
e per defined data format and send to analytics

Active Data Reader
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Big Data Storage Processing - Execution Flow

Interventional Data Log =,
Sources Repository

[EMR, EHR]

Data

Passive Data Reader
Persistence

Life-Log Synchronizer @ Scanned and most updated schema from

- - Non-volatile storage is returned to SKA (Core
1).

@ SKA (Core 1) selects the parameters from
the schema to generate a query and submit
to Passive Data Reader

Creat .
2 Active Data Reader

Passive Data Reader
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Big Data Storage Processing - Execution Flow

Interventional Data Log =2
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Data

Passive Data Reader
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Tools and Technologies

Service Libraries
Spring MVC

Testing Libraries

JUnit

REST-assured

Platform Libraries

Apache Hive 2.1.1
Apache Hadoop 2.5.2

g
spring

Library API Details License
Hive Thrift Provide a JDBC based Connections to connect the Hive and Apache 2.0
Server API Hadoop http://www.apache.org/licenses/LICENSE-2.0.txt
Gson API Used to convert Java Objects into their JSON representation Apache 2.0

and JSON to Java Objects http://www.apache.org/licenses/LICENSE-2.0.txt
Spring MVC Used as a Library to Provider a REST based servicesonthetop  Apache 2.0

of the Hadoop. http://www.apache.org/licenses/LICENSE-2.0.txt
Junit API JUnit has been importantin the development of test-driven Eclipse Public License 1.0

development, and is one of a family of unit testing http://www.eclipse.org/legal/epl-v10.html

frameworks

. REST ASSURED Provide the REST based end points testing. Eclipse Public License -v 1.0
A



http://www.apache.org/licenses/LICENSE-2.0.txt
http://www.apache.org/licenses/LICENSE-2.0.txt
http://www.apache.org/licenses/LICENSE-2.0.txt
http://www.eclipse.org/legal/epl-v10.html

Contributions

Contribution
» Storage of heterogenous data at Realtime.

» Stream-based soft real-time data read for Analytics and Visualization

* Schema-based query selection and execution over Big Data Storage

Benefits

* Temporal backups of healthlog data for non-volatile storage

* Able to build the big data ecosystem that facilitate request from the other layers.




I- MiningMinds platform and core technology -
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Key Limitations of Existing Digital Health Frameworks

* Most mobile health frameworks are bound to the N |
computational capabilities of the smartphone, require
continuous maintenance and updates of end-user :
applications and normally trap data into their devices Goog le Fit

* Moreover, multiple systems and applications can be
generate similar health data and outcomes leading to
unnecessary redundancy and overcomputation

* These systems mostly operate on-demand, thus - '
y y OP intel)
determinants of health and wellness states can be !
also lost if not registered in a continuous manner Health Health Kit

* Platforms devised to share and integrate health and
wellness data underuse cloud resources, by only
utilizing them for storage

e e



Wellness Platform-Mining Minds

Mining Minds is a novel platform aimed at
comprehensively mining human’s daily life
data generated from heterogeneous
resources for producing personalized
health and wellness support.

Mining Minds philosophy revolves around
the concepts of data, information,
knowledge and service curation, which
refer to the discovery, processing,
adaptation and evolution of both contents
and mechanisms for the provision of high
guality support services.

http://www.miningminds.re.kr/

Service API

Service Curation Layer

Recommendation 4-. Recommendation Service
Builder o= Interpreter « Orchestrator

Information Curation Layer

S Q Low Level Context m = High Level Context
s @ Awareness 3 nmﬁ Awareness
& R i Ls

Mining Minds Platform

Multimodal Data Source



http://www.miningminds.re.kr/

Mining Minds Services — The Big Picture
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Mining Minds Platform and Services
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*Visualization

*UI/UX Authoring Tool
*Ul adaption rules

*Personalized
recommendations

*Expert
Recommendations

*User Behavior
Quantification

*Healthy habit
induction

*Security and
privacy

Feedback
e e




Overall Technical Uniqueness

O Supporting Layer

O Services Curation Layer

Push Service Model

p SNS & Lifelog = Multimodal
Google Fit based Big Data f & Heterogeneous . Knowledge Curation Layer
Analytics Data Acquisition
' ‘ Information Curation Layer
SAMSUNG
@ Digital Health User Low Level .
4 Experience Context O Data Curation Layer
Quantification Fusion
Q)  Microsoft Healh
» Knowledge Automatic High
based ; Level Context
" P Recommendations Awareness
.. Multi level
Healttis recommendatio Shareable
interpretations Knowledge
Creation
noom i i
0 coach Situation based

Knowledge
Maintenance




Technical Contribution

Z

O Data Curation Layer . Information Curation Layer . Knowledge Curation Layer O Services Curation Layer O Supporting Layer

Real-time Life-log
Monitoring with
Dynamic Situations

Lifelog & SNS
Analysis with
Push-based Expert

Notifications

SNS & Lifelog = Multimodal
based Big Data f 9529 Heterogeneous
Analytics Data Acquisitjon
Multimodal,
User Low Level Multidimensional
Experience Context and Multilevel
Quantification Fusion Context Inference

Automatic High
Level Context
Awareness

Knowledge
based

Cross-context
Interpreted
Personalized
Recommendations

Multi level
recommendatiol
interpretations

Shareable
Knowledge
Creation

Situation based
Knowledge
Maintenance

Ontology-based
High-Level Context
Identification

Situation-based
Knowledge

Acquisition and |
Reasoning —— :

N i



Comparison with Existing Systems

Platforms

Google Fit
Samsung S Health

Microsoft Health
Apple Health Kit
Open mHealth

ocooo0oo

Applications
NoomCoach
Fitbit

Argus
Runtastic

RunKeeper
ZombieRun

pcooooo

Services

Information Sharing

1.
2.
3.

Knowledge Maintenace

1.

2.
3.

Activity Recognition

Expert Services

Wellness services

Personalized recommendations
Clinical services

SDK/API

With other apps
Social media sharing
Other users (authorized circle)

Open knowledge
Knowledge acquisition
Knowledge evolution

Information
sharing

FEATURES

CATEGORIZATIONS

Z

Data Sources

Sensory Data
User profile
10T

Other apps
Clinical data
Social media

User device storage
Cloud storage

Bigdata storage
Encrypted data storage
Anonymized access

User Experience
User Modelling
Adaptation of Ul


https://developers.google.com/fit/overview
http://kr-shealth.samsung.com/websvc/intro/intro.do
https://www.microsoft.com/microsoft-health/en-us
http://mobihealthnews.com/37340/38-more-health-and-wellness-apps-that-connect-to-apples-healthkit
http://www.openmhealth.org/
https://us.noom.com/
http://www.azumio.com/s/argus/index.html
https://www.runtastic.com/en/apps/runtastic
https://www.zombiesrungame.com/

Re-usability of Mining Minds Platform

Service API

Service Curation Layer

~
Recommendation Builder Recommendation Interpreter Service Orchastrator
Input /
Knowledge Data P Data Context Content || Explanation Event OI?‘DUI
Interface | | Interface 2=5 Handler || Interpreter || Interpreter || Manager Handler || japter
Anonymizer
User
Experience
-
e Information Curation Layer

High Level Context-Awareness

High-Level Context Reasoner Context Classifier Gontext Natifier
High-Level Context Builder Context Instantiator Context Synchronizer Context Mapper

- _ SV Ontology Model Context Context Query
Context Ontology Manager Manager Context Ontology Storage Handler ©m

Low Level Context-Awarene

Feedback
Evaluator

Domain Transition e Domain-Centric

Visualization Enabler

Emotion R Descriptive Analytics

y Data Router

e[ e
Domain Independent o A e

Message Model || | Query Authoring Query Loader

(ScanSchema)

MM Mediator Interface

B2B

LI Rty Interconnect




Layered Architecture

Delivers timely and accurate personalized
cross-domain recommendation based on
domain knowledge and users
preferences/context

N

Creates and maintains health and wellness
knowledge using expert-driven and data-
driven approaches

4

Provides real-time data acquisition from
multimodal data sources and its
persistence using big data technologies.
Context data are mapped for life-logging
and personalized predictions from life-log

~_

Service API

Service Curation Layer

Recommendation Builder Recommendation Interpreter | ['Service Orchastrator Ui/ ux Security and
— - = = — — | [input/ ) Authoring Tool Privacy
Knowledge Data rReasoner‘ Data Context || Content ||Explanation | Event ( Output
Interface | | Interface | Handler || interpreter || Interpreter || Manager ‘ Handler| | agapter X
L 2 ) J - Adaptive Access
: v —_— User Interface Validator
Expert-Driven Knowledge-sharing Interface Ul Interaction |
Tracker -
Data
Anonymizer
Oblivious
Information Curation Layer e
High Level Context-Awareness
High-Level Context Reasoner Context Verifier Context Classifier Context Notifier Evaluator B
= =
Feedback i
Ontology Model il ———————————— | Context Context Query Gollector =TT
Context Ontology Manager Manager Context Ontology Storage Handler Generator I
Analytics
Low Level Context-Awareness
Context Notifier | Visualization Enabler
SNS Analyzer Location Detector Activity Recognizer Emotion Recognizer Descriptive Analytics
SRRy | Query Creation Interface
Data Curation Layer \ Model Transformation
Data Acquisition and Synchronization [ Life-log Representation and Mapping| | S,
Data [Raw Dambuﬂ‘er] ot Sch and Instance Mapper ]
A"S":"s.'“" Sensory Data || Writer (Storage || Representation Model |
vice || Synchronizer Verifier | Selector ‘ Data Store Interface
Big Data (s [ : :
9 Data Persistence Physical Data Storage Mining Minds Gateway
{ Message Model | HVE [ | MM Mediator Interface
Meta-st <
[ patawrter | o ‘v HDFS [ WMRowsr I, B2B ]
& : | Interconnect |

Multimodal Data Source

Facilitates information to
the users in the most
intuitive manner, in a

secure environment
reflecting their personal
needs and preferences




Reusability of Mining Minds Platform : DCL

* Data source independent data
acquisition
* Synchronization will be trivial as N
most of the transactional financial — caneo LTI .. ...
R &R e Data v Sensory Instance
data IS tlmeStamped Acqgmc;g Ran:f‘f?earta Synchronizer gzt:ue Writer f—\\ I
\ Data Acquisition and Synchronization
* Lifelog will be context defined, as B :;Qema reprasentaton | o | ureeg —_— *  Accumulated financial data for real-
. . CRUD i . o . .
context can be user spending, user e Seictor Verier | Gperatons | . -2 S el time visualization
-
transactions etc. i i i - d
\ Lifelog Representation and Mapping ' ﬁfff[,es Active Data
— — Reader
Monitor Event Constraint itz E ;
* Lifelog monitoring willbe goaland | | 1| EAEEEE EAETEs Configuretor — . Dt Writer
. 9. .gnQ 0 - Data ata
rule driven as per definition in KCL L Lifelog Monitor mediate
— ata
\Data Acquisition and Curation Database ' )\_ Persistence

Query Generator
Data

Scan Service

* Accumulated financial data for
offline data driven rule derivation

Physical Data Storage for KCL

Passive Data Reader

\_ Non-Volatile Sensory Data Persistence .

Data Curation Framework y




Il - Intelligent Medical platform (IMP) -

e




Motivation

Haspikals Limitations (Data Driven)

« Lack of Knowledge Validation
physicians Caregivers « Low accuracy Issue
— = « Evidence is missing (from standard guidelines)

(&

Pharmaceuticals c DSS Insurances

KNOWLEDGE iz
ENGINEERING KNOWLEDGE

ACQUISITION

INFERENCE \8‘/ REDUCE A
ENGINE ERRORS

\ REDUCE &

Laboratories = costT =

S

/" IMPROVE P
m i / erFiciENcy lll
Q° S

Industries Business CREATE/

§ UPDATE

HOW TO CREATE / MAINTAIN

KNOWLEDGE
| Gets Knowledge from guidelines | SHARABILITY

|
I
I
|
|
I
-

Limitations (Expert Driven)

o Guidelines are not directly integrated into HIS
. Difficult to validate guidelines from practice
datasets

e e



Healthcare Services vs Personal Assistants

. Personal Assistants

dp stengtn N

O Actionable Knowledge

O Empowering the expert user

O Evidence support for
domain experts

@ weakness N

O Non-Interactive
O Rigid Knowledge Structures
O Lack Context-awareness

o stengtn T

O Highly Interactive
O Natural User Interfaces
O User Engagement

L No Actionable Knowledge

0 No Concept of appraised
evidence support

O Limited Visual
Understanding

‘l S 222N
. L
y % BV Watson
E ] < { ’ I
_Smart : O
Babylon

Vs L]
Clinical Decision Suppart System [ |

Existing Medical Systems
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Limitations and Solutions

““SINTELLIGENT MEDICAL ™
PLATFORM

Existing medical support system

Limitations
(Data Driven + Clinical Decision Support Systems
Human Driven) Knowledge
Acquisition Clinical diagnosis
Intelligent
Medical
Platform

Support Knowledge Authoring
Tools

Evidence Support from PubMed

Patient education
Support Ul/UX Tools

Standard based Interoperability Intelligent communication




Engineering Support

* Incremental Learning-based
validation and verification
Intelli-sense support

Real time monitoring
Health-log visualization

“»
4 ~ Knowledge
Authoring Ul/UX
Tool Authoring
Tool

INTELLIGENT MEDICAL
PLATFORM

Data

Analytics Evidence
Tool Support
Tool

Easy to commercialize by providing development environment

Overall UX quantification over time
Adaptive Ul based on UX

Evidence support form PubMed
Quality assessment retrieved
documents




Intelligent Medical Platform (IMP) for Al Doctor

Blood pressure
Smart Watch device Knowledge Engineering

8 Medical Services Silo

Thyroid Cancer
Silo

L, L, F
D ,@

- Head & Neck
Cancer Silo

Sleep
Monitoring
Device

Cardiovascular
Silo

- ~~
- S~
- S
. ~§

Diabetes
Silo Silo

Glucose Meter

Intelligent

INTELLIGENT MEDICAL Medical Services

PLATFORM

Intelligent Medical
Platform

Unstructured Text

Heterogeneous
Input Data

.

Medical PACS

Lifelog

.___..... | UI/UX Authoring ﬁ
__,_ - Tool

Patient Healthlog Evndence Support -|-00| Public Health Silos

Lung Cancer ENT

Big data Storage

Silo (Ear se, Throat)
S|Io

Patient Profile

EMR/EHR



Ph.D. Dissertation Work




Overview

O Ph.D. Dissertation: A Cache Based Method to Improve Query Performance of
Linked Open Data Cloud

[user |- Dumping Data [| - oo

' Cloud
Limitations:
_Less Flexible.
_Highly depend on the Knowledge Base (KBs). Local Cache
AS |S' _Burden on querying endpoints.
. Existing Approach High Maintenance cost
~ ™
Change Metric Replacement | bli .
| User |— o >| Linked Data Caching + Solution 1 (A) Policy Total Publications
- T
Improvements: PASU Algorithm Cache Solution 2. (27)
_More Flexible. : Replacement > T LOD
_Fast querying time. v Frequency Based Local Cache Cloud
TO BE: _Less burden. Query Augmentation Replacement First Author Publications
. Solution 1 (b) Proposed Approach Less Overhead cost (18)
©® Thesis Contributions

¢ Comprehensively utilize client-side Linked Data caching for better query performance.
< Solution 1(a): Proposed change metric to quantify the evolution of Linked Open Data.
< Solution 1(b): Proposed query augmentation to alleviate the burden on server.
< Solution 2: Proposed frequency-based cache replacement to replace less valuable Cache Items.
e e



Background

Linked Open Data Cloud (LOD) is a distributed knowledge base on the
web that handles a large number of requests from applications
consuming these data [1,2].

® Understanding the evolution of the Linked Data Cloud (LOD) is
important for applications [5,6].

< e.g., Query Caching, Web Crawling, and knowledge graph search
engines.

Linked Data Dynamics

S Lo

® Traditional ways of querying LOD are as follows: ‘LOD: a rich, huge, diverse, public and distributed knowledge base on the Web.]
<+ Data Dumps [6]. ——

<+ Querying endpoints [7]. I I
=] |

“‘-ﬁ-._‘ ‘Ir ‘.‘l‘,
Cons: Dump the data locally and Cons: Public endpoints are often - ' Performance
allows to setup own private querying unreliable. i bottleneck
endpoints. - Low availability (Downtime) X * H

.f_:I [ HH{"‘-—..‘
[y
- No longer query the web I

- Hosting endpoints are
- Infrastructure cost expensive




To unlock the full potential of Linked data sources, we _ 6 _

need flexible ways to query them [8]. - Low availability +  High availability - Low availability
+ Following benefits drive our research: - Out-dated data +  Decentralized - Hosting endpoints
. s - cachin i
¢ High-availability to the server. EBTEE IR ‘ dre expensive
. the web. + Low server cost - High client cost
¢ High query performance ' I l '
Datadumps _ Proposed SPARQL endpoint
— Cachin Existin
(Existing) ( 9) ( g)

el

(Existing) | (Proposed)

Dl Client-side caching !!! !! I ! ! _ |
nQUEanrefetching imilar query requests

are served from cache
+ Server ma nages req uest
from cache

+ Dependent on the
database
— Not flexible approach N n Decentralized caching Higher hit rates

- High server cost
n Idea Advantage

- Low availability




Comparison with Existing Work

0 o]fe]e]l=
Categories Methodologies S Method Limitation Overheads
[SQC] Improving the performance Cache complete triples query results s
p. - p . . P ples query ’ Structure based similarity Only consider repeated
of semantic web ap.pllcatmns with Introduce a proxy layer to cache queries., High
SPARQL query caching [16] repeated query results
[PFU] Proactive Policy for Efficiently ) ] Server-side caching
Updating loin Views on Continuous Proposed malntena[u:e policy that Content based similarity Only update the local cache at .
Queries Over Data Streams and update. the cache prior to query system idle time. High
Query Similari Linked Data [11] execution
uery simifarity Client-side caching
[CIR] Caching intermediate result of i i i -
‘ & o SPARQL queries [17] ii?ﬁgffzziﬁéf ;Ec;rr:?;rsltermedlate Result based similarity No cache replacement policy is High
Prefetching introduced.
(Challenge 1&2) 4 ) ion-based Server-side caching
[SDC] Semantic data caching and Prop.ose a SEFI"!EIHTIC region-base Distance based similarit Only considered the structure .
replacement [18] caching and a distance measure to ¥ similarity while creating a High
update cache semantic region.
Client-side caching
[CAS] Towards content aware Introduced a query containment . o
SPARQL caching for semantic web i Content based similari Con i En I ENzE Tl High
s B which evaluated whether a query can ty computationally expensive g
application [19] be answered from cache or not. task
[GAW] Graph-aware, workload- Work-load adaptive caching to reduce Result based similarity Server-side caching High
Cache adaptive SPARQL query caching [20] the SPARQL query response time Time based cache replacement
Replacement Server-Side Caching
(Challenge 3) [Autospargl] Let user query your Proposed machine learning approach e o T e The feature modeling High
knowledge base [21] to leverage the query processing. approach in their work is time
consuming
. 0 0 0
uery Similari
Q rrt:rfetchin Rz . d method (Alleviate burden on querying (Distance based similarity & (Local data Cache need Low
P : ropased metho endpoints by identifying queries Frequency based cache to be updated during

& Cache Replacement

learnt from client historical patterns)

replacement)

system idle time)




Thesis Map

User |-—»

Challenges

C1: Linked data evolution
C 2: Query Similarity

C 3: Cache Replacement

Proposed Solutions

Solution

Solution e

Algorithm 1 & 2 . . LOD
Change Metric AACP Algorithm Algorithm 3 . Algorithm4 -~~~ | Cloud
PASU Algorithm Query Augmentation Cache Replacement
| Problem: Linked Data Evolution .JJFo_bl_e_m_ _(Zﬁgn_gé Prioritization 'i’;o_bl_e_m_ Similarstructure _.,BFo_hl_e;'n_ _Réﬁlgcé_cac_hé _____ Outcomes

|
:Result Quantify the changes |'Result:  Identify the recent : ' queries ! Result:  Frequency based 'l + Low overheads
: occurs in thfe_cloud :: changes occurs in ,:Result Prefetches the result :: cache replacement !| + high Query
: such as a(_idltlon :: the cloud using ! ! of similar queries :: for replacing less : performance
; and deletion of I weight function : I and placed in cachey, valuable cache I
T items_________ . for future queries | tems |
_________________________________________ ===
: 1 :
: Challenge 1, 2 1 Challenge 3 I
I |
Femssss oo oo ocoooooo N T N 'F"""""""""'w'f """""""""" ~
Existing Approach Existing Approach Existing Approach Existing Approach
= Unable to quantify the — Unable to prioritize recent — Only consider the — The cost of cache 9““0'“95
evolution of LOD. changes occurs in the cloud structure similarity. maintenanceis high — High Overheads
— Lessflexible = Issued irrelevant queries — Aggravate the burden on — Introduced the time-based B :;z\xc?rl;farﬁce
— Dump all the data locally. — Performance bottleneck query EETE LT 15suIng e R R
similar structure queries. — High overhead
. AN AN A




Current Research Activities




Current Research work

J Exploring Computational Complexity of Ride-Pooling Problems

We report the computational complexity of real-world ride-pooling problems & trace the:
= search space sizes,
= computation times,
= ride-pooling performance,

35 Dagras
10 1
© 2//’/,
. . - Qo 4p™ 3
= and properties of underlying shareability graphs. 8 = 4//
5 1” L :////
To overcome the curse of dimensionality for real-size demand patterns, E |74 |
the utility-driven search space method is applied to effectively explore 5§ '/ —
only attractive shared rides and avoid unnecessary searches for ‘g " [ I S -
acceptable computation time g A
10"
AU =U'-U" =BAl + ;Br (F - p* (fs + ﬁdfd)) 0 2000 4000 BO0O 8000 10000

Demand

Figure: Theoretically computed search space of ride-pooling problems
Accepted: Exploring Computational Complexity of Ride pooling
Problems TRB Annual Meeting, January 8-12, 2023, in Washington, DC



Ride-pooling problem complexity

h .
shared_discount & Erﬁd_désgmlnt
& ggﬁ 104 D:DE critical i
{J.-l 0.1
0.15 0.15
0.2 103 02
0.25 0.25
0.3 f'

— 0.3

0.35
0.4

0.35
0.4

Search Space

Running Time (sec)

0 100 200 300 400 500 GO0

0 100 200 300 400 500 GO0
Demand

Demand
(b) Running time needed to solve ride-pooling problems. It grows
significantly with the demand size (x-axis), yet much sharper growth
is visible with increasing the discount (line colours).

(a) Number of feasible rides explored and (search-space)
increases with the demand levels (x-axis) and the discount
offered (line colours).

The shared discount has the greatest impact on the running time and search space, until it reaches a critical point and
from the computational complexity perspective it becomes intractable.
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Il - Lean UX Platform For User Experience Evaluation

of any Digital Artifacts



Evaluation Environment

* Scenario
* 4 medical devices sensors sending data to
Synchronization Server

* Initial sending period: randomly inside a
window size.

* Window size: 3 seconds.

» Data size: randomly.

 File attached: yes, 1KB.
* Procedure

* Synchronization Server syncs data before
sending to 2 different receiving servers.

* Receiving server
* Implemented in nodelS.

* Receive synced json data, then parse it.

* Purspose: check that whether the
synchronization works properly after
refractoring or not.

Medical
Device

Medical
Device

Medical
Device

Medical
Device

Raw
healthlog

-

Synchronization
Server

Synced
Data

Receiving Server
1

Receiving Server
2

nede

SERVER




Evaluation results

3000 -+
2750
2500 -~
2250 +
2000 +
1750 ~
1500 -~
1250 ~
1000 -~
750 -
500
250

Time in millisecond

—&— Observatory Data
—e— |nterventional Data

Fig 1. Showing the Data synchronization testing per time-window

3600

Time Window

data arrival‘

Total Time in ms

3500 -

3400 -

3300 4

3200 4

3100 4

3000

| | | | | | |
1500 3000 4500 6000 7500 9000 10500

Number of Packets
Fig 3. Performance Testing

Time in ms

1600 - -
o Stress Testing »

1400 -
1200 o
1000 - °

800 +

600 + e

400 -

200 -

A _ { ]
0 = T = T T T
0 100 200 300 400 500
Number of Data Sources
Fig 2. Stress Testing of Scalability
o
700009 "o Data Sources]
60000 -

£ 50000 -
o
"o 40000 - o
e
= 30000 -
Sz
2 20000 - ®

10000 -

0 -

0]
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1
100
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Number of data sources

Fig 4. Scalability Testing



Background - User Experience (UX)

Cus:hor:er —[ ‘

s tmployee User Experience
m»qi:‘ﬁ: - A
Vlsltor‘ = Z lZ

A User interacts with your Website, Application,or Product.

o The overall experience a person has when interacting with any

ys artifacts
aftes offers » Subjective, holistic, emotional, long-term
? Functionality
has cartain / is exposed through
has certain . § !
<ﬂ> sl Features
‘. are presented according to

ar2 achieved TaSkS .
Goa lS by performing may be ;aymhmzd

- aDesign

attempts Lo ensure a
positive

i>

Expectations frame his or her User Experience.

o The better your user experience,
the more likely it is people will
1! want to do business with you

inciude mesating

may e

b.'\:'dﬂﬂ‘
f \ when met, ensure 2 may be may be
Brand
Prior Reputation
R e . Y
a competitor A Positive / Negative
should b Experience Experience a
' oy — ey o Measure how satisfied users are when
/ \ /\ \ M \ they interact with your company
: Perceived  Profit-  Intentto Intentt U ~ Wordof
Loyalty Trust Cr;:icfl;fity ability Eeetnur: Purchase  Satisfaction M%rutoh

Law, Effie L-C., and Paul van Schaik. "Modelling user experience—An agenda for research and practice." (2010): 313-322.




Background - User Experience Evaluation Methods

User experience (UX) evaluation

o User experience (UX) evaluation refers to a collection of methods, skills and tools utilized to uncover how a
person perceives a digital artifacts before, during and after interacting with it.

o Different methods (implicit and explicit) and technologies used to
collected data in order measure the certain aspect of user

experience belongs to How to evaluate user experience?

\/

Before Usage During Usage After Usage Over time

Anticipated UX Momentary UX Episodic UX Cumulative UX

Imagining Reflecting on Recollecting multiple
experience Experiencing an experience periods of user

Psychophysiological measurements



Existing methods - UX evaluation methods and weakness

Existing UX Evaluation Methods

Laborious

Experience clip
Repertory Grid Technique (RGT)

Semi-structured experience interview i i i
3E (Expressing Experiences and ngh Fldellty PrOtOtvpe
Emotions) - 2DES 1 H
+ Emotion Cards + Emotion Sampling Device (ESD) Basic Emotions
 Experience Sampling Method (ESM) + Day Reconstruction Method - Emotion Sampling Device (ESD)
* UXCurve _ * Long term diary study - Differential Emotions Scale (DES)
* AXE (Anticipated eXperience + Physiological arousal via electrodermal
Evaluation) activity
« Day Reconstruction Method . S P r . Facereader
(\Ou OtOtyp e « Positive and Negative Affect Scale
. (PANAS)
Biasedness \ . PrEmo

T EMOz Subjective

Geneva Appraisal Questionnaire

Positive and Negative Affect Scale (PANAS)
PrEmo

ServUX questionnaire

Aesthetics scale

Affect Grid

Attrak-Work questionnaire

Exploration test

Hedonic Utility scale (HED/UT)

- EMO2
» Experiential Contextual Inquiry
+ Immersion

Error Prone

Emofaces
Feeltrace
Context-aware ESM

» 3E (Expressing Experiences and Emotions) I.D. Tool

. Emotl_on Cards _ Game experience questionnaire (GEQ)
* Experience Sampling Method (ESM) AttrakDiff

« UX Curve_ _ _ _ Audio narrative

+ AXE (Anticipated eXperience Evaluation) SUMI

WEAKNESSES




LEAN UX Platform Overview

Lean UX core technologies and platform” that combines the different measurements by acquiring the
complete picture of user emotional experience.”

-----------------------------------------------------------------------------------------------------------------

EEG

o
AU

Facial Expressions O : m .

_)E Data I * Real-time
Eye Tracking E Acquisition m : X Analytics
G : /Synchronization l.f. o) :i ‘.-n A * - :

: LA E’ u

EMG : 1 UX > Analytics u
@ Measurements Engine v’

Human Voice Engine

g (Data Visualization

GSR o : — ﬂ Transformation) Server

2 afzaln
Surveys @ Data (UX Metrics (Analytics

Persistent Algorithms) Algorithms)

Heat Maps

0.0

Audience

Behavior

Multimodal inputs

et ———— LEAN UX PlatfOrmmn  «eoeeeeeeeseemmememmmmmeinnaneinnes ¢




Core Technologies of Lean UX

Explicit measures

Observations measures Implicit measures

I

I

I A. -
|| Awesome!!er
| EXCELLENT [J
| - Goop [J
| AVERAGE [ °
I

I

I

I

I

Voice Emotion Recognition

Track the user interaction
while using the system

Sophisticated survey
methodologies with
advanced biometrics

Multi-modal data acquisition Gain deeper insights into Detect emotional and
and synchronization human emotional reactions ~ motivational processes

y all
,.I,.b‘u;‘;‘,IIIIIIH]IJI} »,

: .,J V ‘ ;,,,;;Lll..l‘n“l
-_"wa i

I

I

I

I

I

I Ne= p
| o L h
I

I

I

I

I

I

Electroencephalography Galvanic Skin Response . UXModel | Analytics
Detect the drivers of Detect emotional and Measure emotional Creation.of UXx Modgl All synchronizeql data
| attention in real life & lab motivational processes arousal & stress by from online user reviews streams is real time
| environments measuring changes in the visualized in combination
| conductivity of the skin | with stimuli. Individual or

aggregated.



Lean UX Platform

Service Application (Field Test) Medical S/W
interfacing Tool [N I

Visualization Server (UX toolkit)

-
“ " User Interface Components e feaTes Visualization Data Rendering
S Response
UX Experts
— = . e —
{ Analytics Layer
1
1 o —
1 Heat Maps I : :Real-time . Audience Behavior " Retention Conversions Predictive
: P Analytics [ Analytics . Analytics o Analytics Analytics Analytics
i
1
i I» t
i vy UX Measurements Layer
1 o/
1 . . .
I | Interaction Metrics Emotion & Stress Metrics Self-reported Metrics
1 .
1 Interaction Tracker Automatic Question Generator
i | Multimodal emotion Fusion |
1 [ Reasoner } [Question Generator]
: &] Physiological Video Audio
: Based Based Based
i
: Crashes & exceptions EEG [ Facial Expression ] [ Classification ] Automatic Survey Analysis
1 Galvanic Skin Body language Feature Extraction
: Performance Response E = gk = % { 3 o % [W}
Eye Ti i egmentation
: EMG/ECG ye Tracing B = Preprocessing Feature Extraction
: [ everce ] (Cpreprocesig | [Featue xrscion
: Efficiency
1
AW I J
Sensors !
1 —
i o
i m& DatalLayer ..
1 o
e )
H Data Acquisition and Synchronization Data Persistence
1
1 ) ’ .
Data Acquisition API Sensory data Data labeling User Session UX Model & Configuration
Synchronizer logs Metrics data
==
~|= l%.ﬂ e‘
. ¢/ — ' —
User Interaction ! L [— SN \Q’
data 1
! J
1
\




Development environment

Programming languages and

Frameworks

machine learning libraries

Communication

A
e m python

Integrated development
environment

JavaScript Ja Va

\

@PyCharm & eclipse

Hypervisor

nlatforms

Multimodality data
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