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Motivation



Motivation

● Deep learning is widely used due to its superior performance
● However, it suffers from the lack of interpretability (caused by the black-box 

character of standard deep neural networks) 



Wrong decisions can be costly and dangerous 

https://xaitutorial2020.github.io/raw/master/slides/aaai_2020_xai_tutorial.pdf

https://xaitutorial2020.github.io/raw/master/slides/aaai_2020_xai_tutorial.pdf


Explainable AI (post-hoc vs. self-explainable) 

https://xaitutorial2020.github.io/raw/master/slides/aaai_2020_xai_tutorial.pdf
Arrieta et al. Explainable artificial intelligence: Concepts, taxonomies, opportunities and challenges toward responsible ai. Information Fusion, 2020

https://xaitutorial2020.github.io/raw/master/slides/aaai_2020_xai_tutorial.pdf


Prototypical Parts Network (ProtoPNet)



Idea

Chen et al. This looks like that: deep learning for interpretable image recognition, NeurIPS 2019



Architecture
Monotonically decreasing with respect to



Training

● Training phases (warm-up, main, push, finetuning)
● Special loss function 



Experimental setup

● Tested on two datasets: CUB-200-2011 and Stanford Cars



Results



ProtoPNet limitations

● Large number of prototypes (each of them is assigned to only one class)
● Similar prototypes of two different classes can be distant in representation 

space (here, fender) 



ProtoPShare



Idea

Rymarczyk et al. ProtoPShare: Prototypical Parts Sharing for Similarity Discovery in Interpretable Image Classification. KDD 2021



Architecture



Algorithm

● Run ProtoPNet with standard settings
● Repetively find the two most similar 

prototypes and merge them into one
● Use data-dependent similarity, where 

prototypes are considered similar if they 
activate alike on the training images: 



ProtoPShare



ProtoPShare advantages



ProtoPool



Idea

Rymarczyk et al. Interpretable Image Classification with Differentiable Prototypes Assignment. ECCV 2022



Architecture



Training

● We use the Gumbel-Softmax trick to learn the assignments of 
prototypes to data classes:

● We introduce a focal similarity function that widens the gap between 
maximal and average activation:

● Force different prototypes in different slots of the same class:



Results



User studies



ProtoSeg



Idea

Sacha et al. ProtoSeg: Interpretable Semantic Segmentation with Prototypical Parts. WACV 2023



Architecture



Training

● Differentiate prototypes of same class 
using Jeffrey’s similarity:



Results



Example
(class cat)



Example (class person)



Conclusions & future works



Conclusions

● We provide self-explainable methods based on prototypes
● In contrast to existing methods, they:

○ share prototypes between classes
○ increase model interpretability
○ can be used to find similarities between classes
○ focus the model on salient features



Future works

● Sustainable and interpretable deep learning
● Interpretable counterfactual examples
● Prototypes (personalized) visualization
● Interactive interpretable learning



Thank you for your attention!


