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interpretable ⊂ explainable

Scientists unlock the 'Cosmos' on the Antikythera Mechanism, the world's first computer, Livescience

Gianfagna L., Di Cecco A. (2021). Explainable AI with Python. Springer
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eXplainable Artificial Intelligence

https://www.livescience.com/antikythera-mechanism-worlds-first-computer-modeled.html
https://www.springer.com/gp/book/9783030686390


What variables have contributed 
to a given output of a model? 

Biecek P., Burzykowski T. (2020). Explanatory Model Analysis. online
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Mainstream approach to XAI

https://ema.drwhy.ai/


Du, M., Liu, N., & Hu, X. (2019). Techniques for interpretable ML. Communications of the ACM, 63(1), 68–77.
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The map of XAI

Decision trees

https://arxiv.org/pdf/1808.00033.pdf
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decision or 
recommendation

user

task

ask for explanations

Understand Why Why Not Know when to trust AI 

Du, M., Liu, N., & Hu, X. (2019). Techniques for interpretable ML. Communications of the ACM, 63(1), 68–77.
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Human-in-the-Loop

https://arxiv.org/pdf/1808.00033.pdf
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Beyond feature importance

github.com/sbobek/inxai Artificial Intelligence in Research and Applications Seminar (AIRA)
10.03.2022

InXAI

https://github.com/sbobek/inxai


metric what it measure? when to use?

Consistency
- better

To what extent different explainers for 
predictions of ML model(s) are similar to 
each other

At the beginning of the pipeline: 
model/explainer selection

Given model with satisfactory 
explainer, choose similar one 

Stability 
robustness

- better

For given explainer, are explanations 
similar for similar input, measured with local 
Lipschitz continuity in the fixed 
neighborhood of any datapoint

Towards the end of the pipeline: provide 
end user with model/explainer with 
predictable explanations 

AUC 
Perturbational 
Accuracy Loss

- better

For given explainer, how accuracy 
deteriorates as the data get progressively 
perturbed, according to their inverse 
importance in explanation

Compare performance 
of different explainers 

Assert ensemble with good 
aggregate performance 
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Local explainers
LIME SHAP 1 slajd

dlaczego daja rozne wyniki  

Biecek P., Burzykowski T. (2020). Explanatory Model Analysis. Online.
Lundberg S.M., Lee S. (2017). A unified approach to interpreting model predictions. 
In Proceedings of the 31st NIPS'17. Curran Associates Inc., Red Hook, NY, USA, 4768–4777.

https://ema.drwhy.ai/LIME.html
https://ema.drwhy.ai/shapley.html#SHAPMethod
https://ema.drwhy.ai/
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How to have better explanations 
with InXAI framework?

Bobek S., Mozolewski M., Nalepa G.J. (2021) Explanation-Driven Model Stacking. In: Paszynski M., 
Kranzlmüller D., Krzhizhanovskaya V.V., Dongarra J.J., Sloot P.M.A. (eds) Computational Science – ICCS 
2021. ICCS 2021. Lecture Notes in Computer Science, vol 12747. Springer, Cham.
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ICCS 2021: 
“Explanation-driven model stacking”



Weighted sum of several classifiers  

Optimise   wk   for the selected InXAI metric, while keeping “standard” 
metrics for ML models at a decent level 
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Ensemble model



Ensemble Inner Consistency 

- explainer

Consistency
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Metrics for ensemble model



mean value 
across all 
observations

runtime 
approx.
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Optimization of weights of ensemble
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“Toy” example: binary classifier



        Stability per unit model    Pairwise consistency       AUC Perturb. Acc. Loss
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InXAI metrics for SHAP explainer
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Results and conclusions
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InXAI: Time Series 

Supratak A., Guo Y. (2020), TinySleepNet: An Efficient Deep Learning Model for Sleep Stage Scoring based on 
Raw Single-Channel EEG.
Berry R. B. (2011), Fundamentals of Sleep Medicine, 1st Edition, Elsevier. 
github.com/flower-kyo/Tinysleepnet-pytorch en.wikipedia.org/wiki/K-complex 

https://github.com/flower-kyo/Tinysleepnet-pytorch
https://en.wikipedia.org/wiki/K-complex
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KnAC

github.com/sbobek/knac 

https://github.com/sbobek/knac
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DeepVATS for Time Series 

Przejscie InXAI -> DeepVATS
● KNAC  

github.com/vrodriguezf/deepvats 

https://github.com/vrodriguezf/deepvats
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DeepVATS for Time Series 

Przejscie InXAI -> DeepVATS
● KNAC  

github.com/vrodriguezf/deepvats 

https://github.com/vrodriguezf/deepvats
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DeepVATS for Time Series 

Przejscie InXAI -> DeepVATS
● KNAC  

github.com/vrodriguezf/deepvats DeepVATS demonstration - video 

https://github.com/vrodriguezf/deepvats
https://docs.google.com/file/d/1RlUXZUaxoBbLjaTNX3bPsdYzw1gYXHlq/preview
https://drive.google.com/file/d/1RlUXZUaxoBbLjaTNX3bPsdYzw1gYXHlq/view?usp=sharing
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Summary

1. InXAI / Beyond feature importance
2. KnAC / Human-in-the-Loop
3. DeepVATS / Time Series clustering
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Thank you!

Questions & Answers


