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GEIST (https://geist.re)

Group for Engineering of Int'elli gent Systems and Technologies

Welcome to GEIST Research Group Webpage!

GEIST is a research group
that includes % number of
@ senior and postdocoral
l researchers as well as PhD
and master students. The
work of the group is coordinated by Grzegorz J. Nalepa.
GEIST researchers mostly work at the % Jagiellonian
University (UJ.edu.pl) as well as the & AGH University

of Science and Technology (AGH.edu.pl) in Krakéw,
Poland.

The group is active in the general area of intelligent
systems. We work in Explainable Al (XAl), Knowledge
and Software Engineering (KE/SE), Business
Intelligence (BI), Ambient Intelligence (Aml), and
Affective Computing (AfC), (see the group's research . B .
profile). ; 4 . . B - : g

GEIST has been involved in number of projects. For more information see recent activity, publications and software.



Industry 4.0

INDUSTRY 2.0

INDUSTRY 1.0

Mechanization,
steam power,
weaving loom

Mass production,
assembly line,
electrical energy

INDUSTRY 3.0

Automation,
computers and
electronics

INDUSTRY 4.0

Cyber physical
systems, internet of
things (loT),
networks
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https://www.presentationpoint.com/blog/data-signals-triggers-industry-4-0/

Let us have an Industry 4.0 factory!
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Source: Cimini, C.; Pirola, F.; Pinto, R.; Cavalieri, S. A human-in-the-loop manufacturing control architecture for the next generation of
production systems. Journal of Manufacturing Systems 2020, 54, 258-271. doi:https://doi.org/10.1016/j.jmsy.2020.01.002.




Source: Presentation @ DSAA2021 l
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Knowledge discovery from industrial logs

* PACMEL Project Big Data Semantic Data
(http://pacmel.geist.re)

* Industry 4.0: everything is
measured

* Low-level measurements to higher-
level states

* Expert-defined states vs.
Automatically discovered states
e Data comes with no labels

* Expert may be to general, or too
specific

* There is a lot of measurements

Interpretation of measurements
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Knowledge discovery from industrial logs

* PACMEL Project
(http://pacmel.geist.re)

* Industry 4.0: everything is
measured

* Low-level measurements to higher-
level states

* Expert-defined states vs.
Automatically discovered states
e Data comes with no labels

* Expert may be to general, or too
specific
* There is a lot of measurements

Unsipervised learning

State0 Statel
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Knowledge discovery from industrial logs

* PACMEL Project
(http://pacmel.geist.re)

* Industry 4.0: everything is
measured E

Moving
backward

* Low-level measurements to higher-

!
_

level states “Sensor S sensor | | T
, sensor N sensor | |
* Expert-defined states vs. “Sensor I Sensor
Automatically discovered states E
* Data comes with no labels Moving l
« Expert may be to general, or too forward

specific
e There is a lot of measurements
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Theoretical states are given by the expert
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State

set movingLeft

set movingRight

set cuttingLeftBegining
set cuttingLeftMiddle

set cuttingLeftEnd

set cuttingRightBeginning
set cuttingRightMiddle

set cuttingRightEnd

set stoppagelnOModeBeginn...

set stoppagelnOModeMiddle

set stoppagelnOModeEnd

Add condition | Add decision | Add rule
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Knowledge discovery from industrial logs

* PACMEL Project
(http://pacmel.geist.re)

* Industry 4.0: everything is
measured

Moving
backward

* Low-level measurements to higher-
level states

* Expert-defined states vs.
Automatically discovered states

e Data comes with no labels

Expert

Moving
* Expert may be to general, or too forward

specific
e There is a lot of measurements
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Knowledge discovery from industrial logs

* PACMEL Project
(http://pacmel.geist.re)

* Industry 4.0: everything is
measured

* Low-level measurements to higher-
level states
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How to confront expert and automatic
abelling?

* Analysis of each of the states separately via
contingency matrix
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L]
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Knowledge Augmented Clustering (KnAC
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Augmenting Au tomatic Clustering with Expert Knowledge and Explanations
S Bobek, GJ Nalepa, Intemational Conference on Computational Science, 631-638

recommendation  recommendation

KnAC: an approach for enhancing cluster analysis with background knowledge and
explanations
S. Bobek, M. Kuk, J. Brzegowski, E. Brzychczy,and G. J. Nalepa.

Arkiv: https/andv ore/abs/2 112 08752 https://github.com/sbobek/knac


https://arxiv.org/abs/2112.08759
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Augmenting Automatic Clustering with Expert Knowledge and Explanations

S Bobek, GJ Nalepa, Intemational Conference on Computational Science, 631-638 .
recommendation

KnAC: an approach for enhancing cluster analysis with background knowledge and
explanations
S. Bobek, M. Kuk, J. Brzegowski, E. Brzychczy,and G. J. Nalepa.

ArXiv: https://anxiv.org/abs/2112.08759 https://github


https://arxiv.org/abs/2112.08759

Expert [abels vs. Clustering labels

Expert clustering

Automated clustering

* Split expert clusters into
more specific ones

* Merge expert clusters that
seem to be simillar

* It is an iterative approach

https://github.com/sbobek/knac



Expert [abels vs. Clustering labels

* Split expert clusters into
more specific ones

* Merge expert clusters that
seem to be simillar

* It is an iterative approach
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Splitting expert cluster

* We calculated entropy of each
cluster distribution with respect
to expert labels

 We scaled rows of distribution
matrix to deal with different
sized expert clusters

e We divided normalized matrix
with entropy values

* The split confidence was
calcculated by averaging each
row of such matrix

Expert
Cluster 1

Expert
Cluster 2

Expert
Cluster 3

Expert
Cluster 4

C1l

400

1000

200

600

C2 C3
0 1
1000 1000
0 3
0 10

Mi j
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Splitting expert cluster

* We calculated entropy of each
cluster distribution with respect
to expert labels

 We scaled rows of distribution
matrix to deal with different
sized expert clusters

e We divided normalized matrix
with entropy values

* The split confidence was
calcculated by averaging each
row of such matrix
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Splitting expert cluster

* We calculated entropy of each
cluster distribution with respect
to expert labels

 We scaled rows of distribution
matrix to deal with different
sized expert clusters

* We divided scaled matrix with
entropy values

* The split confidence was
calcculated by averaging each
row of such matrix




Merging expert cluster

C1 C2 C3 C4
* We calculated /2 normalized oopert 400 0 1
distribution matrix et | 100 o 1000 o
. ] ] ] Cluster 2
* We calculated cosine similarity —
0 0 3
between rows to denote expert clusters
clusters that were similarly cbert | 60 0 60 0
splitted with automated
method
Expert Clusters 2 and 4 are
Hmerge o Mi,j simmilarin their
L] | le| ‘2 distributionin automated

clustering



Merging expert cluster

 We calculated /12 normalized
distribution matrix

* We calculated cosine similarity
between rows to denote expert
clusters that were similarly
splitted with automated
method




Results - splits

Decrease in silhouette
score between splitted
clusters

Expert clustering Automated clustering

Hspiie and Hierge

Assuming AS =0.1

0.055 0.000
0.020 :
" SPLIT EXPERT CLUSTER
0.010 1.000 0.000 -
100 51
0000 0000 [N INTO CLUSTERS
S - [(C 1, C 2)]

(Confidence 0.87)



Results - merges

Expert clustering Automated clustering Hspiie and Hierge
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CLUSTER C_0 # (Confidence 0.98)



Knowledge Augmented Clustering (KnAC
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Augmenting Automatic Clustering with Expert Knowledge and Explanations
S Bobek, GJ Nalepa, Intemational Conference on Computational Science, 631-638

recommendation  recommendation

KnAC: an approach for enhancing cluster analysis with background knowledge and
explanations
S. Bobek, M. Kuk, J. Brzegowski, E. Brzychczy,and G. J. Nalepa.

Arkiv: https/andv ore/abs/2 112 08752 https://github.com/sbobek/knac
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eXplainable Artificial Intelligence (XAl)

To explain an event is to provide some information about its causal history.

In an act of explaining, someone who is in possession of some information about the causal history of
some event - explanatory information, | shall call it - tries to convey it to someone else. - David Lewis

= Different approaches

e Intelligibility of the system
e Interpretability of models
e Explainability of ML models

DARPA. Broad agency announcement — explainable artificial intelligence (XAl). DARPA-
BAA-16-53, August 2016. https://www.darpa.mil/program/explainable-artificial-intelligence

C. Molnar.Interpretable Machine Learning.E-book — Creative Commons Attribution-
NonCommercial-ShareAlike 4.0 International License, 2019.
https://christophm.github.io/interpretable-ml-book/

mm Old topic

e Expert systems

e Recommender systems
e Context-aware systems
e Machinelearning

Rudin, C. Stop explaining black box machine learning models for high stakes decisions and use
interpretable models instead. Nat Mach Intell 1, 206—215 (2019). https://doi.org/10.1038/542256-
019-0048-x

A. Barredo Arrieta, N. D'ilaz-Rodr'iguez, J. Del Ser, A. Bennetot, S. Tabik, A. Bar-bado, S.
Garcia, S. Gil-Lopez, D. Molina, R. Benjamins, R. Chatila, and F. Her-rera. Explainable
artificial intelligence (xai): Concepts, taxonomies, opportunitiesand challenges toward
responsible ai.lnformation Fusion, 58:82 — 115, 2020.




Exampl

Comforter
Pillow(6.83%)

Planetarium

Mosque(7.81%)

Pain/Happiness Pain/Pain

es of XAl

Jellyfish
Bathing tub(21.18%)

Blower (37.00%)

Pain/Happiness Pain/Pain

(1) ) . )
higher & lower
base value model output
14.34 16.34 18.34 20.34 22.34 2441 26.34 28.34 30.34
\
PTRATIO = 156.3 LSTAT =4.98 RM =6.575 | NOX = 0.538 ' AGE =65.2 RAD =1

Al Model

Predictions: Diabetic Retinopathy

Algorithm 1

Words that A1 considers important: Predicted:

. Atheism

Prediction correct:

From: pauld@verdix.com (Paul Durbin)
Subject: Re: DAVID CORESH IS! GOD!
Nntp-Posting-Host: sarge.hq.verdix.com
Organization: Verdix Corp

Lines: 8

Input

XAl

What made the Al model
predict Diabetic Retinopathy?

Algorithm 2
Words that A2 considers important:

Posting

Host| Prediction correct:

Re| J

From: pauld@verdix.com (Paul Durbin)
Subject: Re: DAVID CORESH IS! GOD!
Nntp-Posting-Host: sarge.hqg.verdix.com
Organization: Verdix Corp

Lines: 8

Explanation

100

80

60

40

20



General Goals of XAl

Global

Training:
= For feature selection

- » Which model is better

\ « What is wrong with my dataset
| * Prevention from adversarial

\ attacks

\ |+ Help in domain understanding

Model

Decision making:

* Transparency

« Justification of uncertain
decisions

» Adversarial actions

+ User-system trust




Why XAl is non trivial

In an act of explaining, someone who is in possession of some information

Artificial intelligence Feature contribution

about the causal history of some event - explanatory information,

Why input to the model generated
such output

| shall call it - tries to convey it to someone else.

Human
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How to use XAl in KnAC?

Expert clustering

Automated clustering Hepy and Hpnerge
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 Split: What makes the two new
clusters different from each
other to convince expert they are
different entities?

* Merge: What makes the two
expert clusters different from
each other to convince expert
that they are the same entity
(difference is irrelevant)



From clustering to classification

e Transformations
e Feature extraction

e Deciding on number of clusters
e No limits on the clustering algorithm

v

e Transform clustering into classification
e Use cluster labels as target class
CEESIIeEel o Use features understandable by the user

e Apply XAl methods to obtain reason why two clusters are different

Explanation



Explanations of splits

Expert clustering Automated clustering

Hspiie and Hierge

0.055 0.000

0.020 Ny
w
0.010 peSsldel 0.000

0.000 0.000

1: x1 <= -0.30 (Precision: 0.99, Coverage: 0.49)
2: x1 > -0.30 (Precision: 1.00, Coverage: 0.49)

SPLIT EXPERT CLUSTER

E 1
INTO CLUSTERS
[(C_1, C_2)]

(Confidence 0.87)

value = [95, 100]

x1 <=-0.903
gini = 0.5
samples = 195

class = 2

True

False




E O:
E_l:

Explanations of merges

Expert clustering

---------------

Automated clustering
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xl <= -8.20 AND x2 > -4.34 (Precision:

X1 <=-4.34 (Precision:

0.90, Coverage:

0.044 0.000

0833 1.000

& 2

0.055 0.000

0.020 Ny ;

0.010 m 0.000

1.00,
0.25)

Coverage:

MERGE
EXPERT CLUSTER E_O
WITH
EXPERT CLUSTER E_3
INTO
CLUSTER C_0 # (Confidence 0.98)

x2 <= -5.065
gini = 0.469
samples = 101
value = [38, 63]

class = 3
\an]se

True

gini = 0.346
0.07) samples = 45

value = [35, 10]
class =0




Explainable clusters

Feature 2, F2

0- | ' 0 0 D ) |
-15 -10 -05 00 05 10 15 20 25
Feature 1. F1

(b) Make blobs 3d dataset - KDTree query
describing method.

Feature 2, F2

4s -lo -0s oo 05 10 15 20 25

Feature 1, F1

(¢) Make blobs 3d dataset - Isolation For-
est describing method.

Feature 2, F2

= 1 2
Feature 1. F1

Feature 2, F2

-2 0 2
Feature 1, F1

m—a_ Certainty

(a) Make moons dataset clusters visualiza- (b) Make moons dataset - K-medoids de- (c) Make moons dataset - Corners describ- 1 F1>0.68 and F2 >2.99 0.48
tion. scribing method. ing method.
= 2 0.68<F1<1.77 and F2 > 1.64 0 0.64
5 o3 E os 5 05 3 -1.14<F1<1.77 and F2 >1.64 0 0.54
§ 00 if? § 00 E o2
. 7. 4 F1>0.68 and F2 <2.99 1 0.44
o e veiand
=10+ " r 3 ; 10 | ! -1.0 : r :
4 o i : A O 2 4 U ot : 5 F1>-1.14 and F2 £ 1.64 1 0.68
(d) Make moons dataset - Middle points (e) Make moons dataset - Maximum dis- (f) Make moons dataset - Alpha shape
describing method. tance describing method. describing method. 6 F1<-1.14 2 0.25
7 F1<0.68 and F2 £2.99 2 0.43

M. Kuk, S. Bobek and G. J. Nalepa, "Explainable clustering with multidimensional bounding
boxes," 2021 IEEE 8th International Conference on Data Science and Advanced Analytics
(DSAA), 2021, pp.1-10, doi: 10.1109/DSAA53316.2021.9564220.
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E-commerce and coal mine

Die-Cast & Toy Vehicles > Toy Vehicles & Accessories > Scaled Models > Vehicles -
Figures & Playsets > Science Fiction & Fantasy -

Puppets & Puppet Theatres > Hand Puppets

Characters & Brands > Disney > Toys -

Dolls & Accessories > Dolls' House Dolls & Accessories > Dolls' House Accessories -
Games > Card Games -

Hobbies > Trading Cards & Accessories > Packs & Sets

Characters & Brands > Star Wars > Toys -

Fancy Dress > Accessories > Temporary Tattoos -

Sports Toys & Outdoor > Kites & Flight Toys

Jigsaws & Puzzles > Jigsaws

Games > Educational Games

Hobbies > Remote Controlled Devices > Parts & Accessories -

Arts & Crafts > Children's Craft Kits > Bead Art & Jewellery-Making -
Dolls & Accessories > Soft Dolls -

Hobbies > Model Trains & Railway Sets > Rail Vehicles > Trains

Games > Dice & Dice Games

Figures & Playsets > Knights & Castles -

Figures & Playsets > Accessories -

Hobbies > Model Building Kits > Tanks -

Characters & Brands > Hasbro 4

Hobbies > Remote Controlled Devices > Helicopters & Quadcopters
Die-Cast & Toy Vehicles > Toy Trains & Accessories > Toy Trains & Sets -
Arts & Crafts > Art Sand -

Jigsaws & Puzzles > Brain Teasers

GL
00T
T4
- 0GST
SLT
00¢

fiobayieoqns pue Ailobayied uaalb ul syonpoud Jo Jaquinp

Product to category

Chuggington is an action-packed contemporary animated train series for pre-schoolers that follows the exciting adventures of three young
trainees: Wilson, Brewster and Koko. In each energetic, vibrant episode, the trainees ride the rails through the world of Chuggington, exploring
many locations and taking on exciting challenges that test their courage, speed and determination. With the help support and guidance of the
more experienced Chuggers, they learn positive values, including respect and loyalty, and new skills such as teamwork and patience,
empowering them to be the best trainees they can be. Box Contains 1 x Chuggington Train ”



E-commerce and coal mine

See the results at online tutorial: https://github.com/sbobek/knac

C»

Justification for Arts & Crafts = Art Sand

[(*sand', -0.14062779721924624), ('kinetic', -0.04427780308500065), ('squeezable', -0.023407082689875347), ('shape’', -0.011500639821694475), ('fun', ©.0103043090148735:
Prediction probabilities rts & Crafts >(arrSamds & Brands > Disney

“Text with highlighted word
Arts & crafts >... [ d.s6 ext with highlighted words

have hours of fun with this magic Bl playset creating brilliant B8llll shapes or create your own sculptures the magic il
Characters & B... |1 0.14 is the squeezable B#llll where you can feel the fun pack it pull it shape it and love it motion B8l is so incredible you can
put it down it kinetic meaning it sticks to itself and not to you it easy to shape and mould and flows through your fingers
like slow moving liquid but leaves them completely dry kinetic i stimulates children creative skills allowing them to
create anything they can imagine it never dries out and is gluten free this soft and stretchy B8l easily cleans up while
delivering non stop fun it squeezable B8l you can put down for ages years and over

Justification for Characters & Brands = Disney = Toys

[('disney’, ©0.027092040859663918), ('soft', -0.008068585098757642), ('character', 0.006040355286770795), ('characters', 0.004645787316197593), ('kids', 0.0043490668605"

Prediction probabilities rts & Crafts >(AurrSamds & Brands > Disney
disney Text with highlighted words
Arts & Crafts >... io.03 L - - . .
woft product description whether at home on the road or in the air your favourite diSfiey character can provide great companyand
Characters & B... [EEENIN]0.97 0.1 comfort these soft colourful cushions can be easily transformed into @iSfiey character soft toy by simply opening and closing
character the velcro loved by children of all ages these classic characters will keep kids entertained for hours and when sleepy
°-r°L] just rest your head on the cushion and dream away all our character cushions are washable please read washing label
E_D;mcms for further instructions box contains x
kids
0.00
easily
0,001




How to explain? Which explanation should we
trust?

SM_Shearertocation. 2019-06-03, cluster 4

[ 600 w00 @000 w00
her 3
iy
272
135 150 175 200 225 15 7 300 a3 350 3715
o e3Curr 5 RHD_EngineCurr = 4165 | LHD_LefiHaulageTemp = 6174 RCD_Average3Curr = 7335

Prediction probabilities

NOT 9
22.00 < RHD_Engin...
23.00 < LHD, }:ng:.

LCD_Av rmg!‘l')lrw—;m
LP_AverageTree-ph..

66.00 < RCD_Avera,

NOT 4 4 NOT 10 10
(66,00 < RCD_Avera... 55.00 < LHD_LeftH..,

[23.00 < LHD_Engin... l66.00 < RCD_Avera..

D_Average Three-p... [23.00 < LHD_Engin..
0.5

55,00 < LHD_LeftH
o

[22.00 < RHD_Engin. .
o boon

Feature Value

LCD_AverageThree-p
foon

[22.00 < RHD_Engin. .
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Intelligible XAl (InXAl)
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Consistency between explanations for
diferent models (or explainers)
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Stability of explanations for similar instances
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Quality Loss (AUCX
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Ensemble explanations

Confidence of explanation
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Ensemble explanations
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Local Uncertain Explanations

SWVM decision boundary XGBoost decision boundary
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SWM decision boundary XGBoost decision boundary
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Local Uncertain eXplanations (LUX)

SWM uncertainty in predicions for test set SVM uncertainty in predictions for neighbourhood N
. . 100 4 .
* We use neighbourhood as uncertain “se oo s
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* Instead of probability calculated as 025 ° . Weoe? L
- 0.00 * . [ ] % *
frequency, we average the probability o *Fe wiloe do o o 2
obtained from ML model N Sa f. S frlvact
*  We modify Information Gain split ,"

criterion to use these measure and

build decision tree
@relation lux x2
U @Qattribute x1 @REAL
- — _ @attribute x2 @REAL
H ()() — § : -F%Dtﬂf((j - 10 hDgQ'P%Dtﬂf((j - U) @attribute class {1,0} <0.25 >=0.25
vEDomain(C) @data conf=1.0 \conf=1.0

0.94,0.01,1[0.48]

0.87,-0.04,1[0.64]
1 1.02,-0.16,1[0.78] 1 1
' ' 1.14,0.08,1[0.37]
f%otg{(fliiiiiij = — E .F?(f4i3:31§) 1.01,-0.21,1[0.83]
k 1.10,-0.19,1[0.81]

XidPj=1...n 0.80,-0.13,1[0.81] >=0.30 >=0.16
0.91,-0.23,1[0.87] onf=1.0 onf=1.0
0.77,-0.12,1[0.83]

U U U 1.01,-0.28,1[0.89]
Gain” (A) = H” (X) — EE: Piotat(A =v)H" (X,) 0.97,-0.28,1[0.89] class class
vEDomain(A) 170.87] 170.07]
0[0.13] 0[0.93]
. . . )
SBobek O Nalere L oianakieALldemads https://github.com/sbobek/lux

International Conference on Computational Science, 444-457
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Local Uncertain Explanations (LUX)
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Translate branches to rules (XTT2 format)
XTT2 format is a knowledge
representationthatis

* extensible (HWEd editor),

* formalized (ALSV(FD) logic),

* executable (HeaRTDrtoid engine)
Get the uncertainty of an explanation
that is transferred from uncertainty of
data and model prediction
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Summary

* Knowledge Augmented Clustering (KnAC)
* Local Uncertain eXplanbations (LUX)

* Intelligible XAl (InXAl)

* Technology needs to be human-centric

* Explanations are important for unsupervised methods
(KnAC/Explainable clusters)

e The truth is out there



Open Challenges in XAl for (not only) Industry
4.0

* Mediating explanations between human and XAl system.

e Explanation is an act of conveying knowledge

e Technology needs to be human-centric. Good explanation does not always
mean useful or understandable

* Defining mediatable information granules via human-in-the-loop
conceptualization.
e Semantic gap between XAl and different explanation addresse (stakeholders)

* Multi-faced continuous assessment of quality of explanations.

* Why should | trust... your explanation
e Correlation does not mean causation



Thank you for your attention!

Give us a feedback @ https://github.com/sbobek/knac
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